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Abstract

Monetary policy is one of the most important tools for policymakers to influence
macroeconomic variables including production. However, implementing this policy
sometimes yields unintended consequences. Understanding monetary policy transmission
mechanisms is therefore critical for effective implementation. Research following the
2008-2009 financial crisis indicates that the shadow banking activity can disrupt the
monetary policy transmission and weaken its effectiveness. An analysis of Iran’s financial
system reveals increasing shadow banking activity. This paper therefore examines how
shadow banking affects monetary policy transmission in Iran using a DSGE model that
innovatively incorporates the shadow banking sector. We compare two scenarios: a
financial system without shadow banking and one including shadow banking. The effects
of two contractionary monetary policies—interest rate increase and reductions in money
supply growth—on GDP, investment, and inflation were analyzed under each scenario. The
findings indicate that shadow banking diminishes monetary policy’s impact on all three
variables by weakening the credit channel of monetary policy transmission. In the scenario
without shadow banking, In the scenario without shadow banking, all three variables will
decline in response to the monetary shock of decreasing money supply growth. However,
in the scenario with shadow banking, investment levels are not declining but rising. The
impact of monetary policy on output and inflation is diminished in the presence of shadow
banking. In the case of interest rate shocks, the results also indicate a negative impact of
shadow banking on the effectiveness of monetary policy.
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Monetary policy is a crucial macroeconomic tool for influencing economic variables.

1. Introduction

Consequently, governments and monetary authorities have consistently employed this
policy to achieve economic objectives, particularly since the 1960s. Although monetary
policy is a powerful instrument, it sometimes yields unexpected or unwanted outcomes
(Mishkin, 1995). Thus, the extent and direction of monetary policy effectiveness remain
key concerns for monetary authorities, giving rise to the concept of "monetary policy
transmission" in economic literature.

Monetary policy transmission refers to the process through which a monetary policy
(changes in nominal interest rates or money supply) affects real economic variables such
as employment and output. The mechanism of monetary policy transmission explains how
monetary policy impact on real variables. Understanding these mechanisms is essential for
effective policy implementation. Transmission mechanisms are broadly categorized into
four channels: interest rate, exchange rate, other asset price effects, and credit channels
(Arabian et al., 2020). Some scholars also identify expectations as a fifth channel (e.g.,
Bajelan et al., 2018).

Mishkin (2019) argues that the emergence of shadow banking can be traced back to the
economic changes of the 1960s. Since the 1960s, individuals and financial institutions in
financial markets have faced drastic changes in the economic environment. These changes
included: 1- Inflation and interest rate fluctuations increased sharply and became more
difficult to predict, a situation that changed the demand conditions in financial markets. 2-
Vast advances in computer technologies transformed the supply conditions. 3- Financial
regulations became stricter. Financial institutions found that in these conditions, many of
the old methods in this market were no longer profitable. In response to these conditions,
financial deregulation began in the 1970s. In this context, financial innovations rapidly
expanded and new financial instruments were introduced. These changes led to the process
from which shadow banking grew; the process of ‘securitization’.

Following financial deregulation in the United States during the 1970s, numerous
financial intermediaries have emerged which intermediated between savers and borrowers
through financial innovations. Although functioning as financial intermediaries, these
entities were not categorized as banks and consequently not subject to rigorous central bank
supervision. Many scholars argue that these non-bank intermediaries, —termed "shadow
banks"—, played a major role in the 2007-2009 financial crisis (Yang et al., 2019).

The expansion of non-bank financial intermediaries may undermine monetary policy

effectiveness by weakening the credit channel of monetary policy transmission. Given that
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these intermediaries connect firms, workers, and government policies, some researchers

have examined shadow banking from a political economy perspective (e.g., Fisher &
Bernardo, 2014; Ban & Gabor, 2016).

Over the past two decades, shadow banking activity in Iran, while modest compared to
many countries, has increased significantly. Therefore, it is necessary to examine the
impact of shadow banking on the economy, especially its impact on monetary policy
transmission and macroeconomic variables. While a review of studies related to the Iranian
economy shows that this issue has been neglected by researchers and policymakers.
Therefore, the main question of the present article is whether shadow banking in Iran
weakens the transmission of monetary policy in Iran? To answer this question, this paper
addresses this gap using a DSGE model to analyze shadow banking's impact on monetary
policy transmission in Iran.

The remainder of this paper is organized as follows. section 2 reviews the theoretical
background; section 3 surveys relevant literature; section 4 details the model; section 5

presents empirical results; and section 6 concludes with policy recommendations.

2. Theoretical background
2-1. Monetary Policy and Its Transmission Mechanisms
Empirical studies confirm early finding of Friedman and Schwartz (1965) that monetary
policy actions lead to changes in real output (Bernanke and Gertler, 1995). Therefore, most
economists agree that monetary policy can influence real economic variables, at least in
the short run. Over recent decades, there has been a growing consensus among economists
and politicians that stabilization of output and inflation should be left to monetary policy.
Since the 1960s, fiscal policy has lost some credibility and luster due to concerns about
large budget deficits, because of doubts about the political system's ability to make sound
and timely decisions about spending and taxes. Consequently, monetary policy has
assumed greater prominence in macroeconomic policymaking (Mishkin, 1995).
Nevertheless, monetary policy can occasionally yield unanticipated and unwanted
consequences that adversely affect public welfare. Therefore, understanding the
transmission mechanisms of monetary policy is crucial for the implementation of such
policies.

Mishkin (1995; 1996) categorizes monetary policy transmission into four channels: the
interest rate; the exchange rate; the other asset price, and credit. Each of these channels is

explained below.
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a) Interest Rate Channel

Interest rate transmission can be considered as the main mechanism of monetary policy
transmission. The traditional Keynesian perspective of how monetary contraction is
transmitted to the real variables of the economy can be shown schematically below:

The reduction of the money supply (a contractionary monetary policy) results in the
rise of real interest rate which results in an increase in the cost of financing and; this, in
turn, discourages investment. Subsequently, aggregate demand and aggregate output will
both decline. Prior research suggested that the interest rate channel operated solely through
the investment spending decisions of businesses. However, subsequent studies have
demonstrated that interest rates also impact on the expenditure decisions of households,
especially housing and durable goods. For example, an increase in real interest rates leads
households to try to postpone consumption. Current consumption is reduced compared to
future consumption. With sticky prices, a reduction in current aggregate demand reduces
output (Walsh, 2017).

According to John Taylor, the interest rate is a crucial element in the transmission of
monetary policy. In the Taylor model, contractionary monetary policy raises the short-term
interest rates, and considering price rigidity and rational expectations the long-term interest
rate also increases (Mishkin, 1996; Bajelan et al., 2018). It diminishes the formation of
fixed capital, reduces spending on durable goods, and raises the cost of housing for

households; and consequently, the total output declines.

b) Exchange Rate Channel

With the advent of flexible exchange rates in the 1970s, monetary policy transmission via
the effects of exchange rates on net exports attracted attention. Foreign currency deposits
become less attractive than domestic deposits denominated in the national currency when
domestic interest rates increase. Consequently, the domestic currency appreciates relative
to foreign currencies. An appreciation of the domestic currency (foreign currency
depreciation) leads to a higher price for domestic goods relative to foreign goods, thereby
causing a contraction in exports and output (Mishkin, 1995 & 1996). The aforementioned

effects are illustrated in the following diagram.

¢) Other Asset Price Effects
In his critique of the Keynesian approach to the monetary policy transmission mechanism,
Allan Meltzer highlights the narrow focus of this analysis, which is limited to the relative

price of an asset, specifically the interest rate. When analyzing monetary policy
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transmission mechanisms, monetarists contend that it is important to examine how this

policy type affects the relative prices of assets and real wealth. The asset price channel, in
addition to bond prices, also focuses on other asset prices, including stock prices and real
estate prices (Li et al, 2021). In this regard, two monetary policy transmission channels
are highlighted: The Tobin’s q theory on investment and the impact of wealth on
consumption.

According to Tobin’s theory, the ‘q’ is the ratio of firms’ market value to the
replacement cost of capital. When q is high, then firms’ market value relative to the cost of
capital replacement will be high. Additionally, the price of fixed capital and equipment will
be lower than the market value of business firms. Firms can therefore issue shares at a
relatively high price (compared to fixed capital) and generate substantial profits. As a
result, their investment expenditures rise, as issuing a limited number of shares enables
them to acquire a substantial quantity of capital goods. However, when the value of q is
low, firms will be reluctant to acquire capital goods for the same reason.

According to monetarists, when the money supply decreases, the public finds they have
less money than they want and attempts to control it by reducing their spending. The stock
market is where people can reduce their expenditures, as this decreases the demand for
securities and, by extension, their prices. Given that a decrease in stock price (Pe) leads to
lower ‘q’ and thereby investment costs (I), the monetary policy transmission mechanism
can be conceptualized as follows from a monetarist standpoint:

A similar argument is also advanced in support of wealth effects, according to
Modigliani’s life cycle theory of consumption. A decline in stock prices leads to a
corresponding reduction in individuals’ financial wealth (W), which subsequently reduces
their consumption (C). Aggregate demand and aggregate output will decline as a result of

decreased consumption.

d) Credit Channel

Contrary to the monetary view that emphasizing money’s exclusive role in transmission,
the credit perspective focuses specifically on credit (De Bondt, 1999). Bernanke & Gertler
(1995) argue that the credit channel augments traditional monetary transmission
mechanisms (e.g., the interest rate channel) and therefore cannot be considered as an
independent channel. However, this primarily applies to developed economies. Empirical
evidence suggests that in emerging markets with imperfect financial systems, monetary
policy transmission occurs predominantly through the credit channel—particularly the

bank lending channel.
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The credit channel perspective highlights how the agency problem in financial markets

is formed by asymmetric information and costly contract enforcement. Two primary
monetary policy transmission channels result from the agency problem in credit markets:
the bank’s lending channel and the balance sheet channel. The premise underlying the bank
lending channel is that banks play a pivotal role within the financial system, particularly
for small enterprises and households. Furthermore, it is assumed that bank loans and
alternative funding sources are not complete substitutes, given that a considerable number
of borrowers, particularly households and small and medium-sized businesses, lack the
financial means to finance through bond issuance.

A contractionary monetary policy diminishes bank reserves and deposits (D), thereby
diminishing banks’ ability to lend (L). It diminishes both firms' and individuals'
expenditures on investments and consumption. The figure below illustrates how this
channel operates:

Following financial innovations since the 1970s, and the reducing role of banks in
financial system, the balance sheet channel of monetary policy transmission gained greater
prominence. This channel functions through commercial enterprises' net worth. Lower net
worth means that lenders have less collateral for their lending, and thereby, losses
attributable to financial intermediaries’ adverse selection will be greater. As a result,
financing for investment expenses of enterprises is diminished. A decline in business firms'
net worth also exacerbates the problem of moral hazard, as proprietors will have less equity
in their own company and will be more inclined to undertake risky investment endeavors.
High-risk investment endeavors increase the likelihood of loan default; consequently, this
results in reduced lending activity and decreased investment expenses.

Monetary policy can impact enterprises' balance sheets in numerous ways. The
implementation of a contractionary monetary policy results in a decline in stock prices,
which subsequently impacts the net assets of enterprises. The aforementioned discussions
suggest that an increase in moral hazard and adverse selection will lead to a reduction in
bank lending. Consequently, this will result in a decrease in companies' investment

expenditures, ultimately causing a decline in aggregate output.

2-2. Shadow Banking and Monetary Policy Transmission
By the 1970s, conventional banks played a substantial role in the financial system. Central
banks imposed stringent regulations on them while implementing monetary policy. Since

then, however, the United States government has enacted extensive deregulations in the
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financial sector, leading to the rapid expansion of so-called non-bank financial
intermediaries. These non-bank financial institutions are known as “shadow banking”.

Paul McCulley coined the term “shadow banking system” to refer to “the whole
alphabet soup of levered up non-bank investment conduits, vehicles, and structures”.
Various definitions of shadow banking have been proposed, each serving a specific
purpose. However, the definition put forth by the Financial Stability Board (FSB) is widely
regarded as the most straightforward and conventional. According to this definition,
shadow banking is “the system of credit intermediation that involves entities and activities
outside the regular banking system” (Financial Stability Board, 2011). Insurance
companies, pension funds, mutual investment Funds, hedge Funds, money market Funds,
and investment banks are among the most significant of these entities. In addition, in some
cases, especially under the strict central bank regulations, traditional banks provide oft-
balance sheet financing to escape central bank regulations. In the literature related to
shadow banking, this type of activity by traditional banks is known as shadow banking, and
it is especially intense in China. For example, Yang et al., (2019), Huang (2018), and Chen
et al., (2018) considered off-balance sheet financing by traditional banks as a form of
shadow banking in their research.

Due to the lack of strict supervision, the shadow banking system facilitates the
circumvention of the regulatory frameworks (Schairer, 2024). Therefore, Shadow banking
interferes with the lending role of traditional banks and may reduce the effectiveness of
monetary policy (Cheng and Wang, 2022). As a result of the expansion of shadow banking,
a larger part of the financial system is now not subject to tight central bank supervision;
consequently, the central bank’s regulations have no bearing on their operations. Therefore,
the lending channel of monetary policy transmission is weakened since the expansion of
shadow banking undermines the assumption of the lending channel (that bank loans and
alternative funding sources are not complete substitutes).

The amount of lending by commercial banks decreases in response to a tight credit
policy enforced by the central bank. However, shadow banking, which operates outside the
purview of central bank supervision, does not follow these regulations. As a result, some
businesses and households denied loans from conventional financial institutions resort to
shadow banking as an alternative method of borrowing. Based on this, and assuming the
incomplete substitution of bank loans with other credit supply channels, the decrease in
bank loans is compensated by shadow lending (Gong et al., 2021). Therefore, as the
proportion of shadow banking expands and the share of conventional banks diminishes,

monetary policies affect only a small part of the financing system and their effectiveness
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will decrease. Conversely, when expansionary monetary policy is implemented, the money
supply increases and interest rates decrease. In this situation, conventional lending channels
(traditional banks) replace shadow banking (substitution effects), which slows down the

growth of this type of banking or even makes its growth negative.

2-3. Shadow Banking in Iran

Research on shadow banking in Iran remains limited. Arbab Afzali et al., (2015) estimated
the size of shadow banking in Iran for the first time in their research. According to their
estimates, the value of shadow bank assets in Iran has increased from less than 50 trillion
rials in 2009 to more than 400 trillion rials in 2013. Also, the ratio of the value of shadow
banking assets to GDP in Iran has increased from 4% in 2009 to 76% in 2013, which
indicates the strong growth of this type of banking activity during the years under review.
Makipour et al., (2023) in their article estimated the size of shadow banking assets in Iran
during the years 2009 to 2020. According to the estimates of this article, the value of
shadow banking assets in Iran in 2020 was more than 400,000 trillion Tomans (4000,000
trillion rials).

In this study, to quantifies Iran's shadow banking activity, we examined the assets of
intermediaries introduced by the Financial Stability Board as shadow banking. Three
different indexes have been used to examine the trend of shadow banking activity in Iran
over the past years: 1) total value of shadow banking assets, 2) the ratio of the value of
shadow banking assets to the total assets of the banking system (traditional and shadow),
and 3) ratio of the value of shadow banking assets to GDP. In Iran, Non-bank credit
institutions, insurance companies, investment funds, pension funds, and leasing companies
are examples of these intermediaries. The asset value of shadow banking in Iran from 2011

to 2022 is depicted in figure 1.
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Fig. 1: Value of shadow banking assets in Iran (thousand billion Rials). Source:

Kodal and Rahvard Novin

Figure 1 illustrates that the value of shadow banking has risen steadily over the period,
from approximately 351 thousand billion Rials in 2011 to 12,936 thousand billion Rials in
2022, representing an annual growth rate of 38.8%. The asset value of these intermediaries
witnessed its most substantial annual increase, approximately 178% in 2020.

To provide a clearer illustration of shadow banking in Iran, Figures 2 and 3 illustrate
the ratio of shadow banking’s value to the banking system’s total value and to the GDP as
a whole. It is evident from figure 2 that the ratio of shadow banking’s value to that of all
banks has exhibited a consistent upward trend until 2020, increasing from an estimated
10.9% to 28.5%. However, subsequent to that period, and in light of the liquidation of

certain non-banking financial institutions, this ratio declined to 23.1% in 2022.
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Fig. 2: The ratio of shadow banking assets to the total assets of the banking system (shadow

and traditional) (percent) Source: Kodal and Rahvard Novin
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The ratio of shadow banking value to GDP value is also displayed in Figures 3.
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Fig. 3: Ratio of shadow banking assets to GDP value (percent). Source: Central Bank,
Kodal and Rahvard Novin

3. Literature Review

Shadow banking concept appeared in the economic literature subsequent to the financial
crisis of 2007-2009, therefore, research pertaining to it, such as its impact on the
transmission of monetary policy, lacks an extensive historical background. Generally, the
research pertaining to shadow banking is structured into two categories: theoretical and
experimental. Some studies have examined shadow banking and its role in the economy
from a theoretical view and have tried to provide a framework for its analysis. However,
experimental investigations into its impact on economic variables have been conducted by
others. Following is a review of some of the most important related studies.

Tobias Adrian, one of the theoretical pioneers of shadow banking, has provided a
theoretical explanation for its existence in the economy. According to Adrian & Shin
(2008), monetary policy transmission is centered on financial intermediaries, and the
balance sheets of market-based financial intermediaries provide a window through which
monetary policy transmission can go through capital market conditions. They argue that
the 2007-2009 financial crisis is unique among previous crises in that it is the first financial
crisis after securitization. Additionally, Adrian & Shin (2009) examined the origins and the
contribution of shadow banking to the 2008 financial crisis and indicated that shadow
banking emerged as a consequence of asset securitization and the banking system’s
integration with capital market developments. Initially perceived as a method to credit risk

transfer, securitization ultimately intensified the vulnerability of the entire financial system
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due to the fact that banks and other financial intermediaries could purchase each other’s

securities to increase their banking leverage.

Funke ef al., (2015) examined the impact of liberalization of interest rate on monetary
policy transmission and the dynamics of the shadow banking using a DSGE model
including shadow banking. They indicated that a rise in lending of shadow banking results
from the tight interest rate policy implemented by traditional banks. As anticipated, their
findings indicate that raising the policy interest rate leads to a decrease in investment,
output, and inflation. However, the effects of this policy are lessened when the interest rate
is liberalized.

Mazelis (2015) investigates the heterogeneous effects of monetary policy shocks on
financial intermediaries focusing on the differentiation between shadow banking and
commercial banking. As banks’ credits endogenously responds to economy-wide
productivity, the bank’s response to shocks corresponds to the balance sheet channel. The
lending channel provides the most adequate explanation for shadow banking behavior,
given their constrained financial resources. The findings of this article indicate that shadow
banking operations undermines the effectiveness of monetary policy due to the inverse
relationship between the trajectory of shadow banking loans and traditional bank loans in
the aftermath of monetary policy shocks.

In their article, Chen et al., (2018) provided a theoretical examination of the relationship
between shadow banking and monetary policy in China and defined shadow banking as the
off-balance sheet activities of banks. The contractionary monetary policy that diminishes
the lending capacity of shadow banking, as indicated by their research, motivates these
banks to allocate funds towards risky non-loan assets to avoid central bank regulations.

Using the DSGE model, Yang ef al., (2019) examined the impact of shadow banking
on economic activities and the effectiveness of monetary policy in China. Their findings
indicate that shadow banking can reduce the effectiveness of macro prudential policy and
disturb the transmission of monetary policy. Shadow banking will enhance welfare in the
face of technology shocks, bank net asset shocks, and loan quota shocks; and conversely,
welfare is diminished in the face of monetary policy shocks. Their findings also indicate
that regulatory regulation aimed at improving financial stability could have a negative
effect on the economy. Highlighting that regulations aim to strike a balance between the
costs and benefits of policy intervention, they propose coordination between monetary
policy and leverage ratio regulation to stabilize the economy and decrease shadow banking.

In the context of the CC-LM model, Zhang et al., (2020) examined the effect of shadow

banking on the prospective effectiveness of monetary policy. Their model shows that
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shadow banking has the potential to influence the rate of money creation, causing it to
increase during times of expansion and decrease during times of contraction. The
introduction of shadow banking to the CC-LM model induces a transfer of the CC and LM
curves, which ultimately culminates in an increase in equilibrium production.

Gong et al., (2021) using a DSGE model, examined the effects of shadow banking on
monetary policy. The results indicate that the shadow banking in China exhibits
countercyclical attributes. The model’s numerical analyses indicate that increases in
interest rates that are positive shocks in nature stimulate the shadow banking growth and
augment its credit leverage, while concurrently diminishing the credit leverage of
commercial banks. These findings indicate that although shadow banking has partially
addressed the problem of credit resource misallocation, it weakens the effectiveness of
monetary policy through the credit channel and worsens financial instability, as indicated
by these findings. They assert that to enhance the effectiveness of monetary policy, the
process of liberalization of interest rate must be accelerated and supervision of the shadow
banking need to be strengthened.

Agarwal et al., (2022) examine the transmission of monetary policy through shadow
banking in the mortgage market, with a specific focus on the role of mortgage servicing in
the creation of non-deposit funds for lending. They argue that housing mortgage loan
services mitigate the impact of monetary policy on shadow banking mortgage loans and
serve as a natural hedge against interest rate shocks. The estimations presented in this
article suggest that as the proportion of shadow banking in mortgage services rises, the
transmission of monetary policy to the overall mortgage loan market is weakened.

Le et al., (2022), in their study examines how regulatory arbitrage and shadow banking
activities in China have impacted the effectiveness of monetary policy focusing on the
influence of regulatory arbitrage. The authors argue that regulatory arbitrage is a persuasive
explanation for the rapid growth of credits in the shadow banking sector. For instance, the
implementation of a loan-to-deposit ratio (LDR) cap of 75% between 2009 and 2015
incentivized conventional banks to lend to SMEs via shadow banking in order to
circumvent regulations and thereby contribute to the shadow banking credit growth. The
outcome of this policy is that shadow bank lending responds to monetary policy shocks in
the opposite direction of commercial bank lending and as a result reduces the effectiveness
of monetary policy. They show that under normal conditions, regular bank credit and
shadow bank credit changes pro-cyclically with monetary policy, but when the LDR cap is

imposed varies contra-cyclically.
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Enkhbold (2024) examined how monetary policy, through the mortgage market
concentration channel, transmitted mortgage rates for traditional and shadow banks in the
United States from 2009 to 2019. His results show that, on average, shadow and traditional
banks have only a small difference in the transmission of monetary shocks to mortgage
rates. However, in highly concentrated markets, shadow banks transmit monetary shocks
more than traditional banks because they rely on investor funds that react quickly to
changes in monetary policy.

Huang (2024) investigated how commercial and shadow banks adjust their mortgage
interest rates in response to changes in long-term interest rates. The results of this paper
show that both types of banks respond similarly to changes in short-term rates. But shadow
banks are significantly more responsive to long-term interest rates than commercial banks.
He argues that this difference could be due to the distinct asset sensitivities associated with
each type of bank.

Jiang and Fu (2025) examined the differential impact of monetary policy on investment
between state-owned enterprises (SOEs) and non-SOEs in China, with respect to the
growth of shadow banking. They concluded that policymakers should consider
developments in the financial system when assessing the effectiveness of monetary policy.
According to their findings, contractionary monetary policy has a significant negative
impact on investment by state-owned companies, as these companies rely more on
traditional bank loans and are therefore more sensitive to monetary tightening, while non-
state-owned companies are largely dependent on the shadow banking sector, which reduces
the impact of monetary contraction on them.

A number of research in Iran has examined the mechanisms and determinants of
monetary policy transmission. Notable contributions in this area include those of
Komeijani & Alinejad Mehrabani (2012), Bajelan ef al., (2018), Kazerooni et al., (2018),
and Raei ef al., (2018). Zarei et al., (2021a) examined the role of shadow banking in the
transmission of monetary policy using cross-country data from 2002 to 2018 and the
quantile regression and GMM models. Their results show that an increase in the shadow
banking index diminishes the effectiveness of monetary policy. Also, Zarei ef al., (2021b)
examined the impact of shadow banking on the financial stability using data from 14
countries of the G20 during the 2002-2018. They use quantile regression method and
divided countries into four groups according to the level of shadow banking activity. Their
results indicated that shadow banking has a negative impact on financial stability.
Furthermore, an examination of Iran’s monetary policy was conducted by Makipour ef al.,

(2023), who utilized the DSGE approach and the model proposed by Mazelis (2015) to
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account for shadow banking. Their results show that the presence of shadow banking in the

economy reduces the effect of this policy in the case of contractionary monetary policy and
promotes its effect in the case of expansionary monetary policy.

A literature review indicates that the importance of shadow banking in Iran’s economy
and its impact on the effectiveness of monetary policy has been neglected. The only study
in this field is the article by Makipour et al., (2023) which used the DSGE method. As
mentioned in Section 2, the estimated value of shadow banking assets in their study is very
different from the present study. In terms of DSGE modeling, the paper by Makipour et al.,
(2023) used the Mazelis (2015) model, which itself'is a modified version of the Gertler and
Karady (2011) model. In fact, the paper by Gertler and Karady (2011) is about
Unconventional monetary policy and does not address the issue of shadow banking.
However, due to the type of model used, Mazelis (2015) modified this model to examine
shadow banking and its relationship with monetary policy. Makipour et al., (2023) used
the Mazelis (2015) model in their paper. While in the present paper, the Gertler and Karadi
model has been directly modified by the authors in an innovative way based on the
conditions of the Iranian economy. The traditional and shadow banking sector in this paper
entered into the model by introducing variables and parameters that are different from the
article by Makipour et al., (2023). Also, in this article, in addition to the monetary shock
of the change in the money growth rate, the nominal interest rate shock is also examined
and the effects of this shock on macroeconomic variables are examined. While in the article
by Makipour et al., (2023) the interest rate shock is not considered. The results of the
present paper are also different from the aforementioned article, which is described in
Section 5. Therefore, our study complements Makipour et al., (2023) study and helps to

understand how shadow banking affects monetary policy transmission in Iran.

4. Method

In order to investigate the shadow banking effects on the transmission of monetary policy,
this article employs the monetary DSGE model under the New Keynesian school that
nominal rigidity exists (Mirjalili, 2015). The conceptual framework for this model was
established by Gertler & Karadi (2011). A model was developed by Gertler & Karadi
(2011) with the purpose of examining unconventional monetary policy. When traditional
channels of monetary policy transmission are weakened, ineffective, or inadequate to
accomplish the central bank’s objectives, unconventional monetary policy may be
implemented (Mirjalili, 2017). As the argument posited in the theoretical foundations

suggests that shadow banking has the potential to undermine the implementation of
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monetary policy, shadow banking is in some way associated with unconventional monetary
policy. The model proposed by Gertler & Karadi (2011) is utilized in this article with
qualification to examine the effects of shadow banking in Iran. In pursuit of this objective,
the financial intermediation sector is partitioned into two distinct sectors: conventional
banking and shadow banking.

The DSGE model under consideration comprises six agents: 1. Households; 2. Financial
intermediaries, comprising two sectors—traditional banking (which is regulated) and
shadow banking; 3. Producers of intermediate goods; 4. Producers of capital goods; 5.
Retailers; and 6. The government and monetary authority (central bank). The characterizing
equations are log-linearized around the steady state and therefore, the shocks to the model
and the deviations from the steady state can be interpreted as percentage changes. To

presentational purposes, the equations expressed in linear form.

4-1. Households

Continuum of identical households (with identical utility function), in addition to providing
labor, households consume products and services and save surplus funds. The surplus funds
of households are deposited in either conventional or shadow banking. Every household
consists of two individuals: the worker and the banker. Workers are compensated for their
labor. Bankers oversee financial intermediaries and distribute their proceeds to households.
Therefore, households are owners of financial intermediaries.

At any given time, 1-f of the household members are workers and f of households are
bankers. One may shift from worker to banker over the course of their lifetime. A banker
during this period will maintain that occupation for the subsequent period with a 6 percent
probability. Consequently, the average survival for a banker is 1/(1-0). Hence, during each
period, (1-0) f of bankers move into the worker. A similar number of workers are also
become bankers in a random manner, maintaining a constant ratio of their numbers. The
household maximizes the utility function (1):
max E_t ¥ _(i=0)%c [Bri [Inf/o}(C_(t+i)-hC_(t+H-1) )¢ /(1+9) [L_(t+)] ~(1+9) 1]

(1)

Where C denotes consumption and L denotes labor supply. The equation incorporates

parameters  and h to discount factor and habits, respectively. These parameters have
values ranging from zero to one. The parameter ¢ represents the inverse Frisch labor supply

elasticity and y is the relative utility weight of labor, whose value is greater than zero.
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From period t-1 to t, both traditional (conventional) and shadow banking institutions

pay interest to their deposits (B). Hence, for the purpose of optimizing their utility,
households are constrained by the budget constraint represented by Equation 2:
C t=w tL t+I1 t-T t+R t"b B t"b+R t"sb B t"sb-B (t+1)" 2)
Where T denotes tax, W represents wage rate, and I1 denotes profits to the household
from both financial firms (traditional and shadow banks) and non-financial firms. B
represents the aggregate amount of household savings held as deposits with both
conventional and shadow banking institutions. B ~b denotes the savings held by
households with conventional banks, while B ~sb represents their savings with shadow
banking. Additionally, R b and R “sb denote gross interest rate paid on deposits in
conventional and shadow banks, respectively. Consequently, the sum of the household’s
savings will be B t"T=B_t"b+B_t"sb. The average interest rate of conventional and
shadow banks, denoted as R"w, can be expressed as follows:
R _t"b B t"b+R_t"sb B _t"sb=R t"wB_t T 3)
The marginal utility of consumption o _t, denoted as dU/ [dC] _t, can be obtained by

constructing the Lagrange function and implementing the first order condition:

KQ_t=(C_t—hC_(t—1) )] A-1)-BhE t (C (t+1)-hC t)(-1) 4
1=BE_tA_(tt+1) R_(t+1)*wW A (D= [o (t+D~ ]~
V(e t* ) (5
W t=y [L t] ~olo t (6)

4-2. Financial Intermediaries

a) Traditional Banks

The funds collected from households are lent by banks to non-financial businesses. In

period t, the wealth (net worth) of bank j is denoted as N _jt. If B _(jt+1) represents

household deposits with bank j, and S_j represents the bank’s portfolio of lending, the

resulting balance sheet for bank j would be as follows:

Q_tS jt=N_jt+B_(jt+1) @)
Where the price of each unit of loan portfolio is denoted by Q t. As previously stated,

banks earn return R_(tk+1) from lending and pay gross return R_(t+1) on deposits during

period t+1. The net worth of a bank consequently evolves according to Equation 8.

N _(Gt+1)=R _(kt+1) Q t S jt-R (t+1) B_(jt+1)=(R (kt+1)-R (t+1) ) Q t S_jt+ KR_(HI)
N] jt (8)
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Hence, the interest spread (difference between the interest rate paid and received
(R_(kt+1)-R_(t+1))) determines the growth of equity.

The banker maximizes their expected terminal net worth V_t and distributes all
accumulated profits to their household prior to exit the industry. This is achieved through
Equation 9:

V_jt= [maxi®i E] _t Y _(i=0)"

[(1-0) 07 BA(Gi+D) A (tt+1+) ] N (jt+1+i)= [

maxi/o} E] _t ¥ (=0 [(1-0) 07 BAG+D) A_(t,t+1+) ] [(R_(kt+1)-R_(t+1) ) Q_t
S jt+ [R_(t+1)N] jt] 9)

So far as the return on loans (R_(kt+1)) exceeds the interest paid to deposits (R_(t+1)),
banks have a propensity to increase their asset base through more borrowing from
households and further lending. In order to curtail this capability, the central bank
implements lending restrictions, including the capital adequacy ratio. It is postulated that
every period the banker diverts the fraction A of loan portfolio from the project and then
transfer them back to the household and the bank’s depositors are not able to recover;
consequently, they are authorized to lend 1-A of the deposits. Failure to adhere to this
regulation may result in the banker incurring a penalty from the central bank or potentially
facing insolvency. Thus, the subsequent equation needs to be established prior to depositors
being inclined to deposit in bank j:

V_t2AQ tS jt (10)

Rewriting Equation 9 as follows is possible by implementing this restriction:

V_jt=v_t Q_tS_jt+n_t N_jt (11)
v_t=E_t [(1-0)BA_(t,t+1) (R_(kt+1)-R_(t+1) HBA_(t,t+1) Ox_(tt+1) v_(t+1)]  (12)
_t=E_t [(1-0)+BA_(t,t+1) z_(t,t+1) On_(t+1) ] (13)

Where n_t represents the expected discounted value of an additional unit of N_j, while
v_t signifies the expected discounted value of expanding assets. In addition, the gross
growth rate of net worth of bank j is denoted by z (t,t+1) and the gross asset growth rate

(loan portfolio value) is represented by x_(t,t+1) using the following equations:

x_(tH+1)=(Q _(t+1) S_Gt+1)AQ t S jt) (14)
Z (tt+1)=N_(jt+1yN jt (15)
Consequently, we can rewrite Equation 10 as follows:

v tQ tS jtm tN j>AQ tS jt (16)

If this restriction is upheld, then the assets the bankers can acquire depends positively
to their equity capital.
Q tS jt=n_t/(A_t-v_t) N jt=¢ tN jt 17)
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The (private) leverage ratio, denoted by ¢ in this equation, represents the private assets to

equity ratio. Equation 18 provides an expression for the progression of the banker’s net
worth.

N_(Gt+D=[(R_(kt+1)-R_(t+1) ) ¢ _t+R (t+1) IN_jt (18)

The values of x (t,t+1) and z (t,t+1) are thereby reformulated according to the

subsequent equations:

z (t,t+1) =N_(t+1)/N_jt= [(R] (kt+1) [-R] _(t+1)¢ t+R (t+1) (19)
x_(tt+]) =(Q (t+1) S_(t+1)/(Q tS t)=(¢_(t+1) N _(t+D))/ [ tN] t=d (t+1)/ [ t
]z (tt+]) (20)

Since the constituents of ¢_t are not contingent upon the particular attributes of the firm,
the following individual demands can be added together to ascertain the total demand for
bank assets:

(Q tS] t=¢ tN_t (21)

A fraction f(1-0) of bankers exit and allocate the accumulated profits among their
households during each period. A similar process occurs whereby bankers are appointed to
workers at random, ensuring that the proportion of bankers remains constant. The following
outcome will result from denoting the net worth of new banks as N_nt and the net worth of
existing banks as N_et:

N t =N_et+N _nt (22)

The households transfer the ratio w(1-0) of their asset values to new banks during each
period. Therefore, the net asset value of new banks compared to existing banks is
ascertained by Equations 23 and 24:

N et = [0 [(R] kt [-R] t¢ (t-D+R t] [-N] (t-1)] _ (23)
N nt =0Q tS (t-1) (24)

Where o is the parameter used to determine the steady state ¢.

b) Shadow Banking

As stated in the preceding section, this model divides the financial intermediations into two
distinct sections: conventional banking and shadow banking. To clarify, the aggregate
amount of lending in the financial system (Q_t S t) is calculated by adding the following:
traditional banking lending (Q _t S_t"b) and shadow lending (Q t S_t"sb):

QtS t"=Q tS t"b+Q tS t'sb (25)
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In contrast to conventional banking institutions, which are subject to limitations on
lending, shadow banking operates without such constraints and are not face with tight
central bank regulations, such as the capital adequacy ratio.

It is assumed that shadow banking accounts for y_t percent of financial intermediation
(lending) during period t. Therefore, Equation 25 can be expressed as follows:

QtS th=¢ tN t+ty tQ tS t"=¢ ctN t (26)

Where the leverage ratio of traditional banks is denoted by ¢ t, while the leverage ratio
of all financial intermediaries (both shadow and traditional) is represented by ¢ ct. The
equation can be expressed as follows:

o ct=1/(1-y_ t) ¢ t 27

Gertler & Karadi (2011) state that the variable y_t is determined using Equation 28:

v t=y_ +VE t[ [(logR] (kt+1) [-logR] (t+1))- [(logR] k [-logR) ] (28)

Where v is the percentage of shadow intermediation in the steady state.

4-3. Intermediate goods firms
A producer of intermediate goods is a non-financial firm that sells intermediate goods to
retailers and operates under perfect competition. The firm grants capital K (t+1) at the end
of period t for utilization in the production process of the subsequent period. The firm is
permitted to sell its capital in the market at the of period t+1. As there are no adjustment
costs, capital choice problem of the firm remains static. Firm’s capital is provided by
borrowing from financial intermediaries, including both shadow and traditional banking.
Due to the fact that the return of financial sector operations is distributed as profit to
shareholders, the firm’s profit is zero. Thus, the total capital of firms is equivalent to the
aggregate amount of lending by both traditional and shadow banking institutions.
QtK (t+D)= [Q tS t] _ (29)
The firm produces output Y in each period by utilizing labor L and capital K. Equation
30 provides the output when total factor productivity (technology factor) is denoted by A,
the rate of capital utilization is denoted by U, and the quality of capital is denoted by & (so
EK is effective capital utilization):
Y t=A t( [U t& tK] t)aL t"(1-0) (30)
P _mt denotes the price of intermediate goods produced by the firm. Also, the
replacement price of capital utilized in each unit remains constant. Firms encounter the
constraint of funds provided by financial intermediaries (capital) for manufacturing

purposes. Thus, the firm maximizes its profits using Equation 31:
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K(K_(t+1),L_t) [=pmax] {70 [E_t ¥ (i=0)*

[BrA (tt+1) ] [P mtY tHQ t-5)
U t& tK W tL t-R ktK tQ (t-1)]] (31)
While there is no profit for the firm, it pays capital return to the banks. Given E t
BA_(t+1) by ¥ (E_t BA_(t+1)=¥) and according to equation 30, we can solve the first-
order condition as below:
(dK (K_(t+1),L_t )/(dK_t)=PP_(mt+1) aA (t+1) & (t+1) [U (t+1) (U _(t+1) & (t+1)
K (t+1))] Mo-1) [L_(t+1)] M1-a)+P(Q t-8) U t & (t+1)-¥R_(kt+1) Q t=0 (32)
R_(kt+1) Q t=P_(mt+1) a Y_(t+1)/K_(t+1) +(Q_(t+1)-0)U_(t+1) & (t+1) (33)
To determine R_(kt+1), we can rewrite equation 33 as equation 34:
R_(kt+1)=(P_(mt+1) a Y _(t+1)/ [E tK] (t+1) HQ (t+1)-8)U_(t+1) 1 & (t+1))/Q t
(34)
With optimization and consideration of capital constraints, the capital utilization rate

and labor demand of the firms during period t can be stated as Equations 35 and 36

respectively:
P mtaY t/U t=5(U t)E tK t (35)
P mt (1-0)Y t/L t=W t (36)

The residual capital stock is quantified as Q (t+1)-0(U_(t+1) ) & (t+1) K (t+1). The
& (t+1) shock provides the source of volatility in capital returns. Furthermore, the current

value of the asset is typically depending on the expected future path of & (t+1).

4-4. Capital Producers
At the end of period t, capital producing firms purchases capital from producers of
intermediate goods and proceeds to manufacture and build new capital goods subsequent
to repairs and renovations. The replacement cost of capital that has been depreciated is
equal to 1. the cost of new capital is Q t. No adjustment costs are associated with
refurbishing capital, whereas the production of new capital incurs an adjustment cost.
Assumptions underlying the model posit that households hold ownership of the capital and
are entitled to accrue interest on it.
The net capital created can be expressed as Equation 37, where It represents the gross
capital produced:
I nt=I (t)-8(U_t) [& tK] t (37)
When [_ss denotes the steady state of investment, the discounted profit of the capital

goods producer is derived by maximizing Equation 38 subject to Equation 39:
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[pr-t) A (tn]  [(Q 1) I nt-
f((I_nt+1_ss)/(I (nt-1)+1 ss ))(I nt+l ss)]]  (38)

(Ln) T3 (maid Et 3 (ety's

[st.I] nt=I (t)-8(U t) [E tK] t (39)
Where f(1)=f(1)=0 and f'(1)>0. I_nt denote specific shocks, I_ss denotes the steady
state of investment and (U _t) & t K t shows the value of capital replacement. The first-
order condition for the price Q t is given by the derivative of 38 equations with respect to
I nt (see Gertler and Karadi, 2011). To solve it, we can expand equation 38 as follows:
(1 nt=] {70} [maxifo} E t [(Q t-1) I nt-f((I_nt+I ss)/(I_(nt-1)+I_ss ))(I_nt+I_ss )]+E t
B A_(t,t+1) [(Q_(t+1)-1) I nt-f((I_(nt+1)+I_ss)/(I_nt+I_ss ))(I (nt+1)+1 ss )]+--] (40)
Since the third and subsequent sentences do not include the term I nt, then their
derivative is zero with respect to this variable. Denoting f((I nt+I_ss)/(I (nt-1)+I ss)) by
f(.)and E_t BA_(t+1) by ¥ the first order condition is:
Q t-1-f() 1/ (nt-1)+1_ss ) (I_nt+I_ss )-f()-Pf () (I_(nt+1)+1_ss)/(I_nt+]_ss ))"2=0
(41)
Q _tis obtained by solving this equation:
It produces the subsequent relationship for Q t:
Q t=1+()+(I nt+l_ss)/(I (nt-1)+I ss ) ' ()-Et B A (tt+1) [((I_nt+I_ss)
/(I_nt+1_ss))] 2 () (42)

4-5. Retailers

These firms buy intermediate goods from the producer at the price of P_mt and produce
final goods. The final good Y _t is a CES combination of differentiated retail firms, that
using intermediate goods (as the input), produce the final good by Equation 43:

Y t=[ 0°1i [Y fiN((e-1)e) df] 17(el(e-1)) (43)

Where Y _ft is the produced goods by firm f. The parameter ¢ is the elasticity of
substitution between goods. By minimizing the cost by consumer of the final product
Equations 44 and 45 are as follows:

Y ft=(P ft/P t)*(-e) Y _t (44)
P t=[[ 0r1: [P_ft’(1-e) df] 17(1/(1-¢)) (45)

In fact, the firm producing the final product needs a unit of intermediary goods to
produce a unit of output. Therefore, the final cost of these firms is equal to the relative price
of the intermediate good P_mt. The nominal rigidity of prices is included in the model in
such a way that in each period the firm can adjust prices with a probability of y-1. These

firms determine the optimal price P_t"* by solving the following equation:
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[max ] 70 [Et Y (t=0)"
[I_(k=1)

Where 7t_t is the inflation rate of period t-1 to period t. The first order condition gives

(yM BrE A_(Lt+1) ] [(P_tM/(P_(tH) )

l+n_(t+k-1))(y_p) -P_(mt+i) ] Y _(ft+i) ] (46)

the Equation 47.
Y ((=0) oo [yM PN A_(LtH]) ] [(P_M)(P_(t+H) ) [T (k=1)
)-uP_(mt+i) ] Y _(ft+i)=0 (47)

In this regard, the p parameter is equal to:
pu=¢/(e-1) (48)
Using the law of large numbers, equation (49) is obtained to determine the change in the
price level:

P_t=[(1-y) (P_t"* )" (1-e)y(IL_(t-1)"(y_p ) P_(t-1) )(1-6) 1"(1/(1-€)) (49)
4-6. Government and Monetary Authority

It is assumed based on the findings of Keshavarz’s (2018) that the government finances
its expenditures by oil export revenues, money creation, and taxation., Therefore, the
government budget constraint is as follows:

G t=0_t+T t+(M_t-M _(t-1))/P_t (50)
Where G_t and O _t follow the AR(1) process:

G t=(1-p_g)G_(t-1)+p_g G sste_t"g

O t=p 00 (t-1)+e tho

Monetary policy is typically established in DSGE models by the Taylor rule. However,
in the majority of domestic studies that have applied the DSGE model to Iran’s economy,
this rule has been deemed invalid in light of the circumstances governing Iran’s economy
and the mandatory interest rate determination. As a result, alternative methods have been
utilized for the monetary policy rule. Typically, the money growth rate is incorporated as
a policy variable in such analyses.

The framework for targeting inflation, which the Central Bank of Iran implemented by
June 2020, places emphasis on the market’s role in determining the exchange rate. In
pursuit of this objective, the central bank has implemented open market operations as its
primary mechanism, with interbank market interest rates serving as one of the instruments
to accomplish this.

In light of this and in accordance with the Central Bank of Iran’s new guidelines, the
monetary policy rule in the current model is regarded as a straightforward Taylor rule.
Although some studies (like: Chenarani ef al., 2023) have used Taylor rule for Iran’s
economy. But so as to be more compatible with Iranian economic conditions, as stated in

Farzinvash et al., (2014), parameters related to the dependence of interest rates to output-
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inflation gap being considered as below normal level. Because the interest rate in Iran is
largely determined mandatory and has less dependence on the output-inflation gap (as
stated in the Taylor rule). Therefore, the monetary policy rule is mathematically expressed
as Equation 51:

i_t=1_ (1) (B 7_t"(_m ) ) (I/PY(c_y ) )(1-p) e_i (51)
Where e _i denotes the interest rate shock. Moreover, given Iran’s economy, it seems that,
the money growth rate be considered as a policy rule. Alternatively, monetary policy can
be implemented through the regulation of the nominal growth rate of money. The money
supply growth rate is determined by an AR (1) process:

M t=p_m {70} [M"_(t-1)+(1-p_m)(M " t)+p_me t'm ] (52)
Fisher’s equation is defined as follows:

1+ t=R_(t+1) E_t( [1+x] (t+1)) (53)
The market clear condition is ultimately illustrated as follows:

Y =C_t+ t+G t (54)

5. Model Analysis and Results

Most of the structural parameters utilized in this study are taken from Gertler & Karadi
(2011). The value of some parameters has been adjusted based on the structure of Iran's
economy. For example, the steady state ratio of government spending to GDP is considered
to be 0.12 instead of 0.2 based on research calculations. The values of the parameters are

presented in Table 1.

Table 1. Model parameters

Symbol Value Description Source

Household

B 0.990 Discount rate GK (2011)

h 0.815 Habit GK (2011)

xHH 3.409 Relative utility weight of labor GK (2011)

1) 0.276 Inverse Frisch elasticity of labor supply GK (2011)

Banks

1 0.381 F-ractlon of bank assets that can be GK (2011)
diverted

w 0.002 Proportional transfer to the incoming GK (2011)
banks

0.972 Survival rate of a banker GK (2011)

The leverage ratio parameter for shadow | Model

v 400 o
banks calibration
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Symbol Value Description Source
Goods Producers
a 0.330 Effective capital share GK (2011)
o) 0.025 Depreciation rate GK (2011)
€ 4.167 Elasticity of substitution GK (2011)
y 0.779 Probability of keeping prices fixed GK (2011)
Yp 0.241 Price indexation GK (2011)
n 1.728 Elasticity of investment adjustment cost | GK (2011)
Government
G /Y 0.12 Steady §tate proportion of government Research
expenditures calculations
K 1.1 Inflation coefficient of Taylor rule Ic\gfi(liition
Ky 0.1 Output gap coefficient of Taylor rule xﬁg:; tion
Pi 0.8 Smoothing parameter of the Taylor rule GK (2011)

To assess the impact of shadow banking on monetary policy effectiveness, we analyzed
two distinct scenarios: one without shadow banking and another incorporating shadow
banking. These scenarios were used to evaluate how policy shocks—specifically changes
in interest rates and money growth—affect key real variables (investment and output) as
well as the inflation rate. The results are presented in Figures 4 and 5. Since the model is
log-linearized, both the shocks and the deviations from the steady state can be interpreted

as percentage changes.

5-1. Negative Money Growth Rate Shock
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Fig. 4: Macroeconomic variables responses to a negative money growth rate shock.
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Figure 4 illustrates the dynamic responses of output, investment, and inflation to a 5%
contractionary money growth rate shock, comparing two scenarios: one without shadow

banking (solid black curve) and another with shadow banking (dotted red curve).

5-1-1. Baseline Scenario (Without Shadow Banking)
As expected, the contractionary policy (decreasing money supply growth) leading to
declines in investment, aggregate demand, and output. Because this policy reduces bank
lending capacity, thereby reducing the investment expenditures of enterprises and
household consumption costs via the credit channel. As aggregate demand declines, the
output will also decrease. With a five percent negative shock to money supply growth:
Output drops by 0.035% from its steady state, persisting for 40 periods. Investment
initially falls by 0.045% but fully recovers after 19 periods. Inflation declines steadily until
the 10th period, remaining below the steady state thereafter. These results align with
conventional monetary transmission theories, where reduced credit availability suppresses

economic activity.

5-1-2. Shadow Banking Scenario

When shadow banking is introduced, the model results reveal significant deviations from
the baseline due to the unregulated nature of shadow credit intermediation. Unlike in the
baseline, investment rises by 0.07% (peaking at the 10th period) before gradually
declining—yet never fully reverting to steady-state levels. This reflects credit substitution:
as traditional bank lending contracts, firms and households turn to shadow banks for
financing, offsetting part of the credit reduction. Indeed, when the lending capacity of
traditional banks decreases, households and small and medium-sized enterprise (SMEs) are
unable to secure financing through alternative means (e.g., issuing shares or bonds), they
resort to the riskier practice of shadow banking. In this way, a portion of the credit reduction
in conventional banks is offset.

In this scenario output still falls, but the decline is smaller than in the baseline, and the
effect dissipates after just 11 periods (versus 40 in Baseline Scenario). The attenuation
stems from partial credit replacement by shadow banks, though reduced government
spending and consumption still weigh on aggregate demand. Inflation drops by only 2%
(versus 7% in the baseline), with effects vanishing almost immediately. This suggests
shadow banking dampens monetary policy’s price-stabilizing effectiveness, as unregulated

credit softens demand-side pressures.



Zarei et al.: ©) ."/L‘{){/KJJL_/‘;; L“,Wf H

This finding supports Mazelis (2015) and Le et al., (2022), highlighting the divergent

lending behaviors of shadow and traditional banks under monetary shocks.

5-2. Positive Interest Rate Shock
The response of economic variables to a contractionary policy involving a positive interest

rate shock is depicted in figure 5.
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Fig. 5: Macroeconomic variables responses to a positive interest rate shock

5-2-1. Baseline Scenario (Without Shadow Banking)

According to these findings, in the first scenario (without shadow banking), the response
of investment and output to an interest rate shock is consistent with expectations. Consistent
with standard economic theory, a 5% positive interest rate shock leads to output Decline.
As a result of this policy output falls immediately, reaching 5% below steady state within
2 periods, and recovers after 20 periods. The response of investment to this shock is
stronger than that of output. Investment declines sharply by 20% below steady state (also
within 2 periods), reflecting higher sensitivity to borrowing costs. Inflation decreases by
0.2% with a 9-period lag, aligning with conventional monetary policy transmission. These
results confirm that higher interest rates suppress economic activity by raising borrowing
costs, reducing demand, and dampening price pressures—a typical channel of monetary

tightening.
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5-2-2. Shadow Banking Scenario

When shadow banking is introduced, the dynamics deviate sharply from expectations. In
case of contractionary policy of raising interest rate, instead of declining, both output and
investment increase in response to rising interest rates. Shadow banks—unconstrained by
regulatory or interest rate policies—expand lending to offset the contraction in traditional
bank credit. Their ability to outpace the decline in conventional lending creates a net
increase in available credit.

In response to the interest rate shock, output immediately begins to increase and reaches
a maximum after 11 periods (7% increase from the steady state). This increase is persistent
and never returns to the steady state level. The impact of this shock on investment is greater
than on output, with an increase of 40% after 10 periods.

Inflation rises by 0.2% indefinitely, contrasting with the disinflationary effect in the
baseline model. This suggests shadow banking counteracts central bank tightening, as
easier credit access sustains demand-side price pressures.

The findings of this study provide support for the hypothesis that shadow banking
mitigates the impact of monetary policy on macroeconomic variables. These findings
underscore the need for policymakers to account for shadow banking’s growing role in

credit markets when designing and implementing monetary measures.

6. Conclusion

This study examined the impact of shadow banking on monetary policy transmission in
Iran using a DSGE framework. By analyzing two scenarios—one excluding and another
incorporating shadow banking—we assessed how monetary policy shocks (a reduction in
money supply growth and an increase in interest rates) affect key macroeconomic variables:
output, investment, and inflation. Our findings reveal that shadow banking significantly
diminishes the effectiveness of monetary policy, altering both the magnitude and direction
of policy impacts.

With a money supply contraction, in the scenario without shadow banking, a reduction
in money supply growth led to declines in investment, output, and inflation, consistent with
conventional monetary theory. With shadow banking scenario, Investment paradoxically
increased, as shadow banks compensated for—and even surpassed—the reduction in
traditional bank lending. Also, the effects on output and inflation were weaker, with smaller
deviations from steady-state levels compared to the baseline scenario.

In the case of positive interest rate shock, in the absence of shadow banking, higher

interest rates reduced output and investment, with inflation declining as expected. In this
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case, the output and investment variables experience a negative deviation from their steady

state values and subsequently decline. Additionally, the effects of this stimulus diminish
after approximately 10 periods, and they revert back to their steady state value.

However, shadow banking not only undermine the impacts of this policy but also
adversely effects on investment and output in comparison to the traditional banks.
Investment and output rose in response to the interest rate shock, as unregulated shadow
credit offset the contraction in traditional lending. Inflation increased permanently,
contradicting the disinflationary outcome of the baseline model.

The results demonstrate that shadow banking undermines monetary policy transmission
by: 1- Blunting investment and output responses through alternative credit channels; 2-
Shortening the duration of policy effects; 3- Reducing inflation control efficacy,
complicating central banks’ stabilization efforts.

These results highlight a critical challenge for Iranian policymakers:

Shadow banking undermines monetary control by blunting or reversing policy
transmission mechanisms.

Stricter regulations on traditional banks could inadvertently expand shadow
banking activity, further eroding policy efficacy.

Policymakers must account for non-bank intermediation when designing measures,

as ignoring its role risks unintended consequences.
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Abstract

Understanding the impact of financialization on the economy is crucial for policymakers
seeking to design strategies that enhance social welfare. This study examines the effect of
financialization on economic welfare in Iran from 1990 to 2023, employing a threshold
regression approach to account for nonlinear dynamics. The results reveal a threshold level
of institutional quality at 57%. Across both, i.e., low and high institutional quality regimes,
financialization exerts a negative and significant influence on economic welfare. However,
once institutional quality surpasses the threshold, the adverse impact of financialization
intensifies markedly. Findings highlight the paradoxical role of institutional quality, showing
that greater financialization consistently undermines welfare in Iran, with stronger institutions
amplifying rather than mitigating its negative effects. It means that in environments with
higher institutional quality, advanced financial instruments and capital markets develop;
however, access to financial development is usually asymmetrical. Consequently, wealthy
individuals and large corporations benefit the most, while low-income households receive
minimal benefits and may even suffer from asset inflation or consumer debt. Thus, strong
institutions do not necessarily prioritize public welfare. Policymakers may regulate to
develop financial markets in a way that prioritizes the financial sector’s profitability over
social interests. This mechanism can lead to financial sector growth occurring faster than
the real economy’s capacity, ultimately undermining welfare.
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1. Introduction

Financial development enhances economic performance by improving risk management,
facilitating resource access, reducing financing costs, and directing funds toward profitable
and productive activities. Financial development plays a substantial role in raising
productivity and promoting economic growth by providing the necessary tools and
institutions for mobilizing and allocating savings to productive investments. However, in
recent decades, most developing and developed countries have experienced profound
transformations in their financial sectors, including extensive deregulation of financial
markets, capital account liberalization, and the privatization of banking systems. As a
result, economies have experienced the rapid expansion of the financial sector, the
increasing reliance of non-financial corporations on financial activities, and the
participation of households in financial markets with the aim of generating returns. This
process is commonly called the financialization of the economy (Sawyer, 2024). The
concept highlights the growing influence of financial markets, institutions, and practices
on the overall functioning of the economy—often at the expense of the real sector (Saha et
al., 2025).

In this process, the pursuit of profit through financial channels—such as asset trading,
borrowing, speculative investment, and complex financial instruments—tends to replace
value creation through real production. Although such structural changes may facilitate
access to credit and investment opportunities, they also generate complex and
multidimensional effects on economic variables. As financialization progresses, financial
profits increasingly gain importance relative to traditional modes of production and may
even supplant them altogether. Beyond altering production structures, financialization
reshapes individual and collective perceptions of markets. These changes bring about
unintended consequences, impacting economic growth and even the redistribution of
power. The financialization process means that household spending decisions are
influenced not only by labor income and the wealth effect, but also by the volatility of
financial assets. As a result, by shaping the expenditure decisions of major economic actors,
financialization has a significant impact on economic policies, business cycles, and the
genesis of crises (Braga et al., 2017). From a more recent perspective, financialization is
not merely an economic phenomenon but also an institutional and political transformation,
in which financial institutions gain significant influence over public policies, inequality,
and social welfare. Particularly in developing countries, the rapid expansion of the financial
sector without effective regulatory oversight can lead to economic fragility, increased

household vulnerability, and reduced sustainability of growth (Akan & Gunduz, 2025).
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Over the past two decades in Iran, the financial sector has grown and expanded

significantly relative to the real sector. Amid prolonged stagflation and declining real
incomes, households and firms operating in the real economy have increasingly sought
opportunities in financial markets. Given Iran’s considerable dependence on oil revenues,
alongside the relatively nascent and evolving structure of its financial institutions,
financialization may have distinctive and multifaceted effects on key macroeconomic
variables. Empirical evidence suggests that financialization in Iran influences saving,
inflation, income distribution, and economic growth through various channels—including
shifts in labor market structures, the rising importance of capital markets over traditional
banking, the introduction of complex financial instruments, and the transition of firms from
productive to financial activities (Maaboudi & Dare Nazari, 2021). Since social welfare is
a function of both aggregate income and its distribution (Stark, 2025), financialization
affects welfare through its impacts on income distribution (Zhang & Wang, 2025) and
economic growth (Doruk, 2024). Yet, its overall effect on welfare remains ambiguous. On
the one hand, financialization may enhance welfare by deepening financial markets,
creating new investment opportunities, improving liquidity, and facilitating access to credit.
On the other hand, it can undermine welfare by generating financial instability, widening
income inequality, reducing productive investment, and imposing greater risks on
households.

The imperative for this research is particularly acute given Iran's current economic
conditions. The country confronts severe challenges, including inflation, income inequality,
and diminishing social welfare, while its financial system is simultaneously undergoing a
transition from a traditional bank-centric model towards a more market-oriented and
complex structure. Within this environment, a nuanced understanding of financialization's
effects on welfare is crucial for informing sound policy and strategic economic planning.
Although the topic is of increasing international importance, a significant gap persists in
the domestic literature. The relationship between financialization and economic welfare
has not been studied within the country, while international studies have predominantly
used income distribution as a proxy for welfare. Consequently, the current research intends
to bridge this gap by exploring the nonlinear relationship between financialization and
economic welfare, focusing on the intermediary role of institutional quality. Examining the
role of institutional quality on the effects of financialization on welfare is important because
it reveals whether institutional quality, as a mediating variable, can amplify or mitigate

these effects.
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2. Literature Review

Kevin Phillips (1993) was among the first to define financialization as the systematic
separation of the financial sector from the real economy. In his view, financialization
represents a process through which the rapid and disproportionate expansion of finance
ultimately dominates the real economy, intensifies financial wealth effects, and makes
financial profit a general objective. Initially, financialization provided firms with capital to
expand production, share surplus value, and accumulate rents before exiting the cycle. Over
time, however, the financial cycle increasingly replaced the production cycle as the main
avenue of capital accumulation. With the persistence and excess of financialization, this
process strengthened the dominance of financial circuits over markets, crowding out
productive investment, reducing employment growth, real wages, and consumption, while
amplifying the profitability of financial incomes and pushing industrial capital toward
speculative and virtual accumulation (Chen & Jiao, 2025). Thus, in financialization,
markets, institutions, and financial activities assume a growing role in the economy, with
financial logic replacing the logic of production and income distribution (Epstein, 2005).
By encouraging speculative activities and complex financial instruments, financialization
increases systemic risk and financial instability. These instabilitiecs—manifested in
financial crises, market collapses, and asset devaluations—have severe welfare
consequences, especially for vulnerable groups. As Krippner (2005) notes, financialization
does not generate sustainable economic growth but rather fosters volatile cycles that erode
welfare outcomes. Overall, the rise of financialization weakens non-financial corporations,
constrains aggregate demand, and limits governments’ ability to use policy tools to promote
full employment, welfare, and development (Izurieta et al., 2018).

In recent years, greater attention has been paid to how financialization penetrates firms’
and households’ decision-making, reflecting the growing influence of financial motives,
markets, institutions, and elites over economic policy, corporate behavior, and household
consumption. This shift is associated with the increasing dominance of finance over the
real economy, signifying a transition from industry- and production-based growth toward
an economy increasingly dependent on financial transactions, speculation, and shareholder

value maximization (Malika ef al., 2025).

2-1. Channels of Financialization’s Impact on Economic Welfare
Financialization, as a defining trend of modern economies, has far-reaching implications
for macroeconomic variables and social structures. Much of the research has focused on its

effects on economic growth and income inequality (Akan & Giindiiz, 2025). However,
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closer examination shows that financialization also influences welfare through multiple

channels—both directly via financial markets and indirectly through changes in state and

household behavior.

2-2. Economic Growth

The first major channel is investment. As profitability in the financial sector rises, firms
reallocate resources from productive investment to financial activities, reducing capital
accumulation and long-term growth. Institutional investors’ pressure for short-term returns
further discourages long-term investment and R&D (Barradas, 2017). Accordingly,
reducing financialization may encourage firms to redirect financial resources toward the
real economy, thereby boosting growth. Gutierrez and Philippon (2017) highlight concerns
in both developed and developing countries over the negative effects of financialization on
investment, economic growth, and financial stability. Conversely, Mabeba (2024), in a
cross-country study covering 1996-2022, finds that financialization had a significantly
positive impact on growth in developing economies with large financial sectors. Another
channel is the expansion of finance’s demand for skilled labor. As talented workers are
drawn into finance, the real sector faces a human capital shortage, thereby depressing
output (Li, 2021). Doruk (2024), studying emerging Asian economies, shows that
financialization diverts resources toward speculative activities, weakening investment in

human capital and, ultimately, undermining growth.

2-3. Income Distribution

The first mechanism linking financialization to income inequality is the growing size and
power of the financial sector, especially under post-Keynesian frameworks emphasizing
financial market behavior. Globalization of finance, deregulation, securitization, and the
rise of capital markets collectively weaken redistributive policies and intensify inequality
(Vita & Liu, 2021). A second mechanism is regulatory change. Policies encouraging profit
maximization and speculative opportunities motivate non-financial firms to shift resources
from productive to financial investments (Lin & Tomaskovic-Devey, 2013), thereby
depressing wages and employment in the real economy. A third channel is the financial
dependence of non-financial corporations. Financial markets compel firms to adopt
shareholder value strategies, shifting financial repayment pressures onto workers through
wage suppression and cost-cutting, which enhances managerial rewards while deepening
inequality (van der Zwan, 2014). Cross-country evidence confirms this: Lee & Siddique

(2021) find that between 1998 and 2017, financialization exacerbated inequality across
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emerging, developing, and advanced economies alike. Similarly, Bhaduri & Oro (2025)
show that asset prices and asymmetric access to credit widen inequality, weakening welfare
transmission from growth. Chen & Jiao (2025) further note that financialization intensifies
urban—rural wage gaps while marginally reducing asset-income inequality, with strong
spatial spillover effects consistent with the club convergence phenomenon. Policies such
as financial regulation, inclusive financial systems, and balanced regional development

could mitigate these disparities.

2-4. Household Debt and Financial Fragility

Another major welfare channel is rising household indebtedness. Financialization expands
access to consumer credit, allowing households to spend beyond their current income.
While this may raise perceived welfare in the short term, it produces long-term
vulnerability, weaker real purchasing power, and psychological stress from debt
(Montgomerie & Biidenbender, 2015). Moreover, mortgage-based policies of asset-based
welfare have tied household wellbeing to volatile housing markets, with devastating effects

during crises such as the 2008 financial meltdown.

2-5. Job Insecurity and Declining Employment Quality

Financialization alters corporate priorities, shifting from long-term investment toward
short-term profit maximization for shareholders. This reduces investment in human capital,
promotes temporary and informal contracts, and erodes workers’ bargaining power. The
result is greater job insecurity, lower real wages, and a deteriorating quality of life. In
economies lacking strong social protection systems, these trends directly undermine

household welfare (Doruk, 2024).

2-6. Weakening of the Government's Role and Redistributive Policies

A critical indirect effect of financialization lies in its transformation of state policy. As
finance gains influence, governments increasingly design policies favoring investors rather
than the broader public. This erodes redistributive and welfare policies, diminishes social
capital, and weakens governments’ responsiveness to social crises (Epstein, 2005). By
prioritizing financial stability over social welfare, states redirect resources away from
productive sectors such as education, healthcare, and infrastructure. Financialization also
commercializes public services, thereby limiting equitable access to welfare (Gabor, 2019).
In this sense, financialization systematically increases inequality and reduces the

economy’s capacity to support collective welfare (Akan & Giindiiz, 2025). Saha et al.,
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(2025) further argue that while financialization often reduces welfare by exacerbating

inequality, democratic governance and strong institutions can mitigate these effects. Absent
effective institutions, however, financialization tends to concentrate income and widen

inequality.

2-7. Institutional Quality

The role of institutional quality in shaping financialization’s welfare effects is crucial. Poor
institutional quality is a major reason why resource-rich economies often experience weak
growth. Evidence suggests that while in high-quality institutional settings, financialization
may foster sustainable growth and more equitable income distribution, in countries like
Iran with institutional weaknesses, it often exacerbates inequality and undermines welfare
(Akan & Giindiiz, 2025). Thus, institutional quality serves as a critical channel moderating
financialization’s welfare impact.

In sum, the literature shows that no study has yet directly examined the effect of
financialization on welfare using a comprehensive welfare index. Most previous research
relied on income inequality indicators as proxies for welfare. This study addresses this gap
by employing the composite index of welfare proposed by Osberg and Sharpe (2002),
which includes not only growth and inequality but also broader welfare dimensions.
Furthermore, unlike prior studies, this research investigates the threshold effects of

financialization on welfare, thereby offering a novel contribution to the literature.

3. Methodology
3-1. Model Specification and Data Description
The main purpose of the current study is to investigate the financialization impact on
economic welfare in Iran. Following the literature, the relationship is specified as:

Wy = f(lyr, g fing Ei) (1)

where W, represents the composite index of economic welfare, ly, is the logarithm of
real GDP, g; denotes the size of government, fin, captures financialization, and E; is a
vector of control variables affecting welfare, including the misery index, income
distribution, human capital, international sanctions, trade openness, and sanctions.
Economic and social welfare refers to a situation in which individuals and households not
only have adequate economic resources to meet basic needs such as food, housing,
education, and healthcare, but also live in an environment that ensures economic security,
equal opportunities, social stability, and the possibility of active participation in economic

and political processes. This concept goes beyond per capita income and encompasses



Maaboudi et al.: ©) ’/L‘{)//KJJL_/‘Z; L‘LUW E

quality of life, distributive justice, economic sustainability, and social protection (Stiglitz

et al, 2009). Accordingly, following Osberg and Sharpe (2002), a composite index
comprising four components- consumption flows (CF), wealth accumulation (WS), income
distribution (ID), and economic security (ES)-is used to measure the Index of Economic
Well-Being (IEWB), as defined by Equation (2).

IEWB = B,[(C + G + WT — RE)](LE) + B,[(K + RD + HC + NR + FD — ED)] +
CF ws

P3[(y(PHR) + (1 — y)Gini) + B [WWR + 6(ILL) + 6(SSP) + w(OLD)]
D ES

2

where C is real per capita household consumption expenditure, G is real per capita
government consumption expenditure, WT represents real per capita value of changes in
working time, RE is real per capita value of compensatory expenditures, LE denotes life
expectancy at birth indexed to the base year 1979, K is the real per capita gross fixed capital
stock, RD represents the real per capita stock of research and development expenditure, HC
is the real per capita human capital stock, NR denotes the real per capita stock of natural
resource wealth, FD is real per capita net foreign direct investment inflows, ED is the Real
per capita social cost of environmental degradation (pollution from CO, emissions), gini
is the Gini coefficient, PHR is poverty headcount ratio at the household level at a minimum
income of $1.25 per day; however, due to the unavailability of data for this measure, the
income ratio of the top 10% to the bottom 10% is used as a proxy, ¥ is relative weight of
poverty that set to 0.75, WWR is working-age population (15-65 years) to total population
ratio, § is the share of the population at risk of disease (assumed to be 100%), ILL is the
ratio of out-of-pocket health expenditures to disposable income, SSP is the risk associated
with single parenthood, 6 is the proportion of women with children, OLD is the risk of
exposure to poverty, and w is the share of population between aged 45 to 66 years. Also,
B1 is the consumption flow coefficient, 2 is the wealth accumulation coefficient, 3 is
the income distribution coefficient, and 4 is the economic security coefficient. To measure
financialization, following the study by Zheng ef al., (2025), the ratio of the value added
of the financial, insurance, and real estate sectors to GDP is utilized. To quantify the
institutional quality, a composite index of good governance components is used, in which
the data are normalized to a range between 0 and 2.5. Given the imposition of extensive
sanctions on the Iranian economy, a dummy variable is employed to capture the effects of
sanctions on economic welfare. This variable takes the value of one for the years during
which sanctions were in effect and zero otherwise. The data frequency is annual, covering

the period from 1990 to 2023. Furthermore, all nominal variables are converted to real
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terms using the Consumer Price Index (CPI) with the base year 2016, as calculated and
published by the Central Bank of Iran. To estimate the financialization effects on welfare
and analyze relationships among variables, the threshold regression approach is employed.
Following Hansen (2000), a two-regime threshold model is specified:

Ye =X+ €y Qe <2z 3)

Ve = WX + €3 Q22 “4)

where y; is the dependent variable (welfare), x; is the explanatory variable, alI is the
explanatory variable's coefficients, €; is the error term, q; is the threshold variable
(institutional quality), and z is the threshold value of institutional quality. Based on the
equations above, Equation (3) is estimated for values of the threshold variable below the
threshold, and Equation (4) for values above it. To introduce single-equation regression
using equations (3) and (4) and the dummy variable, we have:

xI( q¢ < z)
x( qp = z)

In equation (5), the parameters are defined as follows: ¢ = a5, p = a;— ayand & =

Ve = “’xt + p'xt(z) + & , g~iid(0, Utz ), x¢(2) = { Q)

[ &1t €¢] . The dummy variable I,(Z) is defined as I,(Z) = { q; < z}. If q; < z, the
dummy variable is assigned the number one, and otherwise it is assigned the number zero.
In the threshold regression approach, the threshold value of institutional quality is

calculated by minimizing the sum of squared errors. By estimating the parameters, the sum
of squared errors SS;(z) = ( & (Z)),( & (z)), the optimal threshold value 2 =
argmin SS,(z) and the residual variance of the model 2 = % S§S:(Z) are extracted. By

calculating 2, the coefficients § = §(2) and @ = @(2) are estimated. Finally, considering
the research objectives, the specification of the research model is introduced based on
equation (6):

Wy =ag+a;  1( q < z)+ a}xtl( Qe = z) + v, Tre + v, M + v3Gie + v, He +
YsDe + & (6)

where x; represents the vector of explanatory variables in the regime, namely
financialization, institutional quality, and the logarithm of GDP, a'*t denotes their
coefficients, q; is the threshold variable (institutional quality), z is the threshold value of
institutional quality. The non-threshold control variables are defined as the trade
openness, M misery index, Gi¢ Gini coefficient, H; human capital, D, sanctions. Also, y is
the coefficient vector of the non-threshold variables, and ¢, is the disturbance component
and is assumed to follow the white noise process. To test the significance of the existence

of a threshold according to the Lagrange-Hansen coefficient, the F statistic is used as F =
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, where SS; represents the sum of squared errors in the regression without

SS;— SS¢(2)
6—2

threshold and SS;(2) represents the sum of squared errors in the case of the threshold. The
null hypothesis in the above test is stated as Hy: @y = @, and states that the regression

pattern is linear.

4. Findings

To calculate the composite economic welfare index, different coefficients are assigned to
each of the components of consumption flow, wealth accumulation, income distribution,
and economic security, depending on their importance. In the present study, following the
research of Osberg & Sharpe (2002), the coefficients of consumption flow, wealth
accumulation, income distribution, and economic security are considered to be 0.4, 0.1,
0.25, and 0.25, respectively. Figure 1 reports the trend of changes in Iran’s composite
economic welfare index during the period of 2020 to 2023. As can be seen, welfare has a
downward trend during the period. However, from 1990 to 2011, welfare experienced a

higher level than from 2012 to 2023.
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Fig. 1: Composite Index of Economic Well-being in the Country from 1990 to 2023 (Research

Calculations).

From 1990 to 2011, economic welfare reached a higher average level due to factors
such as increased economic growth, reduced income inequality, granting facilities to
combat unemployment, and a subsequent decline in unemployment rates. In contrast,
during the period of 2012-2023, the imposition of new economic sanctions, increased
inflation, increased exchange rates, and gold prices caused income inequality to increase

and economic growth to decrease, resulting in a lower level of economic welfare. Table 1
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provides a summary of the descriptive statistics, measurement method of variables, and
data sources. Nominal variables were deflated using the Consumer Price Index (2016=100).

Table 1: Descriptive statistics of variables

Variable Name Measurement Method Data Mean Std.
Source Dev.
Economic Composite index including four CBI & 0.74 0.061
Welfare components: consumption flow, wealth WDI
accumulation, income distribution, and
economic security
Financialization Ratio of value added in the finance, CBI 0.1783 0.0384
insurance, and real estate sector to GDP
Log of Real GDP Logarithm of real GDP CBI 6.128 0.89
Institutional Average of good governance components WDI 1.459 0.784
Quality
Misery Index The sum of the inflation rate and the WDI & 0.346 0.112
unemployment rate IMF
Gini Coefficient The difference in income distribution SCI & 0.3981  0.009
among individuals in the country WDI
Trade Openness The ratio of the sum of exports and CBI 0.4403  0.067
imports to GDP
Human Capital Ratio of university students to total CBI 0.195 0.032

population

(Research Calculations).

The low standard deviation of the variables indicates that the data has little dispersion.

To avoid spurious regression, the stationarity of the data is first tested. For this purpose,
the Zivot &Andrews test is used. Since the variables are at the level of nonstationary, the
first-order difference of the variables is first calculated and retested. Table 2 reports the
results of the Zivot & Andrews stationarity test in three cases: time changes and stationarity
in the level, time changes and stationarity in the slope of the trend function, and time
changes and stationarity in the level and slope of the trend function for the first-order

difference of the variables.

Table 2: Unit Root Test Results

Variable Time trend and Time trend and stationarity Time trend and stationarity
Name stationarity in level in trend slope in level and trend slope
Test Critical Break Test Critical Break Test Critical Break
Statistic Value Statistic Value Statistic Value

W, -7.61% -5.34 2018 -7.33% -5.06 2018 -5.39 -5.17 2013
Fin, -5.97 -5.34 2020 -5.58 -5.06 2021 -5.86* -5.72 2014
logY, -4.96 -4.85 2004 -6.27* -5.06 2006 -8.92% -5.17 2004
Z, -6.27* -5.34 2017 -4.71 -4.52 2010 -5.78%* -5.72 2017
Tr, -5.41 -5.34 2020 -5.26 -5.06 2021 -5.74 -5.72 2018
Gi, -7.905* -5.34 2009 -7.81% -5.06 2003 -8.77* -5.72 2011




|
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H, -7.34% -5.34 2019 -6.81%* -5.06 2014 -7.17% -5.72 2016
M, -5.86%* -5.34 1995 -5.30%* -5.06 1997 -5.73% -5.72 1995

(Researcher's findings). *Significant at the one percent level

The structural unit root test results indicate that the first-order difference of the variables
is stationary at the 5% error level. Therefore, before estimating the main research model,
cointegration and the existence of a long-run relationship among the variables are tested.
Considering the nonlinear approach in the regression and the degree of first-order
integration of the model variables, the Enders and Siklos threshold cointegration approach
is used to examine the long-run equilibrium relationship between the research variables
(Enders & Siklos, 2001). For this purpose, based on equation (7), the null hypothesis p1=p»
is tested, meaning the absence of threshold cointegration.

Ay = Iep18eq + (L= 1)p2§e—1 + V1AS—1 + -+ VpASep + 1 (7)

Where, &t is the disturbance component extracted from regressing public debt on

ifé-1 27
ifé1 <7

to the threshold level t. For testing nonlinear cointegration among the study variables, the

1, _
explanatory variables; also, the It function is defined as I; = {0 with respect

optimal lag order of the model was selected as 2 based on the Schwarz Bayesian Criterion
(SBC). Table 3 reports the results of the threshold cointegration test. The critical values and
simulation statistics of the F test, T-max, and ® were extracted based on 15,000 Monte

Carlo simulations and at a 5 percent error level.

Table 3. Threshold Cointegration Test Results

Variable Coefficient t-Student
I:&_1 -2.022 -4.501
1-1D%_4 -1.63 -4.105
A% _4 0.568 1.86
A%, 0.346 1.197
Simulated Critical Values at 5% Significance Level
Test Test Statistic Critical Value
F: pi=p: 8.98 5.863
T-max -3.218 -2.875
®@: pi=p=0 11.792 10.851

(Researcher's calculations).

The results show that the adjustment coefficient in the first regime is -2.022 and in the
second regime is -1.63, which indicates the asymmetry of cointegration between the
variables in the two regimes; so that the adjustment speed in the second regime is lower

than in the first regime. Based on the F test, nonlinearity and asymmetry of cointegration



are accepted. Also, according to the findings of the T-max and ® tests, the cointegration

and the long-term nonlinear relationship among the research variables are confirmed. To
estimate the research model, the first-order lag of institutional quality was determined as
the threshold variable using the threshold regression approach by minimizing the sum of
squared errors. Subsequently, the number of model thresholds was examined based on the
Schwarz Criterion and Likelihood-Weighted Zero-One statistics. The statistical
significance of the threshold was then tested using Hansen’s (2000) bootstrap method.
Since the asymptotic distribution of the Wald statistic is non-standard under the null
hypothesis of linearity, bootstrap procedures were applied to obtain the critical values. The
bootstrap involved 10,000 replications to approximate the empirical distribution, and the
significance level of the threshold was determined accordingly. Table 4 provides a concise

summary of the aforementioned test results.

Table 4. Results of Threshold Specification
Multiple Threshold Tests

Number of Sum of Sq. Log-L Schwarz LWZ
Thresholds Resides Criterion Criterion
Ovs 1* 0.0241 75.726 -6.04 -5.368
1vs2 0.0869 53.373 -5.014 -4.716
2vs3 0.1436 44.691 -4.805 -4.261
Hansen's Linearity Test
Threshold Value F-statistic Prob
1.2679 9.538 0.0341

(Researcher's findings).

According to the findings, the model estimation with one threshold and two regimes
was confirmed. Also, the threshold level of institutional quality in the estimated model is
1.2679 at a 5 percent error level, which is significant. According to the standardization of
the institutional quality variable, the threshold value refers to the institutional quality at the
level of 57 percent. In fact, when the institutional quality variable crosses the 57 percent
threshold, the pattern changes from the low institutional quality regime to the high
institutional quality regime. Accordingly, the results of the research model estimation are

reported in Table 5.

Table 5. Estimation Results

Variable Name Coefficient t-Statistic Probability Level

Regime 1: g < 1.2679

fin, -0.8244 -3.961 0.0009
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q; 0.0087 2.793 0.0112
ly, 0.0562 14.56 0.0000
Regime 2: q = 1.2679
fin, -1.254 -6.75 0.0000
q; 0.027 2.45 0.0238
ly, 0.0681 8.18 0.0000
Non-Threshold Variables
Intercept -0.33 -8.39 0.0000
Tr, 0.296 6.83 0.0000
M, -0.104 8.82 0.0000
H; 0.563 2.90 0.0088
Gi, -1.82 -7.83 0.0000
D, -0.0986 -9.16 0.0000
R?>=0.79 Adj.R*=0.75 D.W=24
Diagnostic Tests Test Statistic prob
Normality (Jarque-Bera) 2.097 (0.3505)
Serial Correlation (Breusch-Godfrey) 1.225 (0.3171)
Heteroskedasticity (White) 1.306 (0.2896)

(Researcher's findings).

The coefficient of R-Squared shows that about 79 percent of the changes in welfare are
explained by the independent variables. The small difference between the R-Squared and
the adjusted R-Squared indicates the model's goodness of fit. The normality test of the
residuals based on the Jarque-Bera statistic specifies that the distribution of sample errors
is normal, so the t-statistic and F-statistic are valid in statistical inferences. The results of
the Breusch-Godfrey and the White tests show that the estimated model does not have the
problem of serial correlation and variance heterogeneity. According to the findings, after
the institutional quality improves and it passes the 57 percent threshold, the coefficients of
the variables face a structural change. The coefficient of the financialization variable in the
first and second regimes is =0.8244 and -1.254, respectively. Therefore, financialization has
a negative effect on economic welfare in both regimes. With the difference that after
passing the threshold, improving institutional quality increases the intensity of the negative
impact of financialization on economic welfare. As the results of various studies show,
financialization in Iran is associated with reduced economic growth and increased income
inequality. Therefore, the decreasing effect of financialization on economic welfare is

understandable. However, the main point is to strengthen the intensity of the undesirable
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negative impacts of financialization on welfare. A phenomenon that occurs in weak

institutional conditions. These findings highlight the importance of paying attention to the
institutional and economic contexts of countries in analyzing the effects of financialization.
Institutional quality in both regimes has a positive and significant consequence on
economic welfare, and in the high regime, the increasing effect of institutional quality on
economic welfare is strengthened. In fact, institutional quality means the growth and
development of good governance, and this causes components such as the rule of law,
government efficiency in resource distribution, corruption reduction, and political stability
to play a more prominent role in the economy. Therefore, improving institutional quality
increases welfare more intensely. In both low and high regimes, institutional quality has a
positive and significant effect on economic welfare. But, its influence on economic welfare
increases in a regime of high institutional quality, meaning that the impact intensity of
financialization on welfare is strengthened in the presence of higher institutional quality. In
low institutional quality, most of the national income is spent on unproductive plans and
projects; public services in the areas of education and health are weak; and even in the
presence of significant economic growth, income inequality increases with the
concentration of wealth in the hands of certain groups and the emergence of corruption.
The enjoyment of the positive impact of growth on welfare is neutralized. On the contrary,
in high institutional quality, increased rule of law and political stability lead to efficient
allocation of resources in the areas of infrastructure, education, and health; corruption
decreases, and, as a result, the positive effects of economic growth are more reflected in
the economic welfare of the society. Therefore, the development and improvement of
institutional quality is a factor in strengthening the impact of economic growth on welfare.
Examining the effects of non-threshold variables further demonstrates that the degree of
trade openness is positively and significantly associated with economic welfare.

In fact, increasing trade in goods and services with the outside world, on the one hand,
increases the variety and quality of services for consumers, and on the other hand,
producers have greater access to larger markets and advanced technology, which increases
the welfare of society. The misery index has a significant and decreasing effect on economic
welfare. In fact, increasing unemployment coincides with a drop in both income and
inflation. This subsequently lowers consumption and service utilization, thereby eroding
welfare. Human capital also has a positive and significant effect on welfare, which shows
that human capital leads to improved welfare through improved productivity, production
growth, and health promotion. Income inequality has a significant and negative effect on

welfare. The worsening income distribution through reduced economic growth undermines
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national cohesion and fuels crime, which collectively stifles individual talent and

sustainable development, thereby threatening societal welfare. Finally, the negative and
significant impact of sanctions on welfare shows that sanctions reduce economic growth
through various channels, increase inflation, poverty, and inequality, resulting in a decrease

in economic welfare.

5. Conclusions

The research findings revealed that financialization exerts a nonlinear and diminishing
effect on welfare under both low and high institutional quality regimes. However, this
negative impact intensifies once institutional quality exceeds a threshold of 57 percent. In
the Iranian economy, the attractiveness of investment in the financial sector and the failure
to adopt correct policies by the government have caused firms not to reinvest the profits
from financial investment in productive activities. Therefore, the process of
financialization, along with the tendency to consume imported goods and consequently the
decrease in demand for domestic products, economic sanctions, and currency crises, has
led to a decrease in production in the real sector and, as a result, a decrease in economic
growth in the country. Since the financial sector can’t absorb the surplus labor force,
employment and consequently the income of the active labor force in the country’s real
sector have also decreased. One way to compensate and achieve a new source of income
for the active labor force in the real sector is to participate in financial markets. Individuals
invested their surplus resources in the economy's financial sector, intending to earn income
and maintain monetary value by increasing debt or reducing consumption. However, the
inefficiency of the financial system, including a lack of access to credit and a lack of
information transparency, caused the share of individuals participating in financial markets
to be low. Meanwhile, the enjoyment of information rent, high profitability, and
overvaluation of financial assets caused individuals and firms active in the financial sector
to enjoy increasing returns by investing in financial markets. Therefore, the increase in the
income of individuals active in the financial sector, the decrease in the workers' wages in
the real sector, and the lack of compensation in financial activities have led to a
deterioration in the society's income distribution.

In general, the phenomenon of financialization, along with factors such as the
economy's dependence on oil revenues, continuous government budget deficits,
unemployment, inflation, inefficiency of government institutions, the imposition of
political-economic sanctions, and currency crises, have on the one hand increased the wage

gap and income difference between the real and financial sectors, and on the other hand,
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have had a negative impact on the country's economic growth by diverting investment

towards unproductive activities. As a result, the expansion of financialization has been
associated with a decrease in welfare in Iran during the period under study. The findings of
the study are consistent with the results of Bhaduri & Oro (2025), Chen & Jiao (2025), and
Saha et al., (2025). According to the results of the present study, after the institutional
quality crosses the threshold, the severity of the negative effects of financialization on
economic welfare increases. This indicates the paradox of institutional quality. That is, in
higher institutional quality, advanced financial instruments and capital markets develop,
but this access is usually asymmetric. Therefore, the wealthy and large corporations benefit
the most, while low-income households have a small share and may even be harmed by
rising housing costs, asset inflation, or consumer debt. Strong institutions do not necessarily
mean focusing on public welfare. Policymakers may adjust regulations in such a way that
the profitability of the financial sector takes priority over social interests to develop
financial markets. This can cause financial growth to occur faster than the real capacity of
the economy and undermine welfare. Even under strong institutional conditions, if
redistributive policies or the financial sector supervision are not adequately designed, the
financialization benefits will accrue mainly to high-income groups, and class gaps will
widen. This phenomenon often occurs through phenomena such as Over-financialization
and the Open Gate Effect. Accordingly, Over-financialization at low levels of institutional
quality, the expansion of the financial sector is often associated with inefficiency and rent-
seeking, and its negative impact on welfare is clear; but when institutional quality is high,
the financial sector becomes more efficient and its size grows faster.

This excessive growth can increase the intensity of the transfer of resources from the
real sector (production, employment) to speculative financial activities. The Open Gate
Effect implies that strong institutions such as banking regulations, the rule of law, and
transparency seemingly provide the conditions for healthy financial development, but in
practice, these institutions become tools for facilitating speculative activities. On the one
hand, this leads to the emergence of destructive financial flows that only benefit the
financial sector of the economy by attracting investor confidence to invest in unproductive
and risky projects; on the other hand, financialization generates more profits in the presence
of strong institutions, but the profits generated may not be redistributed to the productive
sector of the economy under the influence of interest groups such as banks and financial
institutions; therefore, strong institutions strengthen the severity of the adverse effects of
financialization on real sector growth. In other words, in the presence of stronger

institutional quality, the negative effects of financialization on reducing the country's
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economic welfare increase. This paradox suggests that institutions designed to reduce risk

can, over time, lead to greater diversion of resources and human capital from the real sector
to the financial services sector, along with financial development, which reduces the
productivity of the real sector of the economy. On the other hand, financialization in the
presence of stronger institutions increases the profits of the financial sector and firms, since
wages do not increase in proportion to the profits of the financial sector, the wage gap and
income inequality reduce welfare. Therefore, even in strong institutions, financial
competition and complex innovations can lead to increased inequality, financial instability,
and pressure on households. In this regard, the study's findings are consistent with those of
Akan and Gunduz (2025), which show the interactive role of institutional quality and
financialization in determining welfare. Their research indicates that in countries with high
institutional quality, financialization can lead to increased welfare; however, under weak
institutional conditions, the effects of financialization are often negative, leading to
increased inequality and reduced welfare. These findings highlight the importance of
considering countries' institutional and economic contexts when analyzing the effects of
financialization.

Since the key components of institutional quality—including Voice and Accountability,
Regulatory Quality, and Political Stability—have not experienced significant
improvement, the relative enhancement of institutional quality has not reduced the negative
impact of financialization on welfare. This matter indicates that in the absence of effective
institutional reforms, financial development not only fails to enhance welfare but also may
actually be detrimental to it by intensifying speculative behavior, diverting resources from
the productive sector, and increasing economic instability. Therefore, considering the
potential role of financial institutions in promoting growth and welfare, it is recommended
that policymakers adopt appropriate policy measures such as channeling capital into the
real economy and preventing the diversion of resources to unproductive activities;
restricting short-term corporate behavior through instruments like taxes on share buybacks,
mandatory transparency in reporting, and incentives for long-term investment;
strengthening financial regulation and systemic risk management; clarifying legal
frameworks, reducing information rents, and addressing unequal access in financial
markets through public disclosure and anti-corruption regulations; revising the role of
supervisory institutions; and enhancing international and regional cooperation to mitigate
the adverse effects of sanctions. Such measures can help reduce the negative impact of

financialization on economic welfare.
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Abstract

The ecological footprintis an effective tool for evaluating the pressures exerted on ecosystems
and the environment. Given its importance, the present study examines the impact of
uncertainty in factors influencing the ecological footprint across 10 selected Asian and
European countries. To this end, a fuzzy regression model was employed to analyze these
effects during the period from 1996 to 2022. Leveraging the capabilities of fuzzy regression,
the intensity of each factor’s influence on the ecological footprint was calculated in terms
of fuzzy centers, left spreads, and right spreads. The findings reveal that Gross Domestic
Product (GDP) in Iran (+5.5 and -4.5) had the most significant negative environmental
impact, attributable to oil dependence and insufficient attention to environmental concerns.
In contrast, China (+0.29 and -0.23) demonstrated improvements due to greener policies.
Regarding trade (EX), Azerbaijan and Malaysia exhibited asymmetric effects due to their
reliance on natural resource exports, whereas Romania (stable at 0.37) maintained more
sustainable performance owing to European regulatory standards. Financial Development
(FDI) showed high volatility in China (+6.13) and Thailand (+2.77 and -2.34), while Belarus
(stable at 0.24) had the least impact. Hydropower energy consumption (HP) in Turkiye and
Romania faced uncertainties due to large-scale projects, whereas Russia (stable at 0.007)
played a minimal role. The key conclusion indicates that resource-dependent countries
(e.g., Iran and Azerbaijan) exert greater environmental pressure, whereas economies with
diversification (e.g., China) or strict regulatory standards (e.g., Romania) achieve better
integration of economic growth and sustainability. These findings underscore the need for

revising development policies to prioritize ecological balance.
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1. Introduction

The ecological footprint is defined as a composite metric for assessing the balance between
environmental supply and demand. First introduced by Rees & Wackernagel (1997), this
concept is grounded in the principle that human activities impact the environment because
they rely on nature’s resources and services to meet their needs. By definition, the
ecological footprint represents the amount of natural and ecological resources required to
sustain an individual’s lifestyle. Broadly, the footprint humans leave on the environment
includes deforestation, grassland degradation, air pollution, and harm to wildlife. Measured
in global hectares (gha)—a unit equivalent to one hectare of land with average global
productivity—this metric is essential for environmental decision-making. The present
study examines the impact of uncertainty on ecological footprint dynamics in selected
Asian and European countries. Here, uncertainty is treated as a key variable, quantified
based on indicators of economic instability and fluctuations in environmental policies.
These indicators are modeled fuzzily to account for inherent ambiguities in measuring
uncertainty. The fuzzy regression approach adopted in this research provides a robust
framework for analyzing uncertainty’s influence on the ecological footprint. Unlike
deterministic models, this method considers a range of possible values for each variable
(rather than a fixed value), enabling the evaluation of diverse scenarios. Specifically, the
fuzzy method calculates the "impact width" of each factor (including uncertainty) on the
ecological footprint, reflecting the degree of ambiguity in these relationships. Thus, our
model assesses both the direction and intensity of uncertainty’s effects under varying
economic and environmental conditions. To contextualize these impacts, we first analyze

trends in ecological footprints across the studied countries.
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Fig. 1: Trend of Ecological Footprint in Selected Asian and European Countries
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According to data from the Global Footprint Network (2023), Figure 1 demonstrates

that Russia has the highest ecological footprint at 6.73 global hectares per capita
(gha/capita), primarily due to its heavy reliance on oil and gas industries and inefficient
natural resource management. Belarus ranks second with 5.92 gha/capita, reflecting the
detrimental impact of Soviet-era heavy industries. Malaysia follows in third place with 5.45
gha/capita, resulting from unsustainable palm oil production and tourism development.
Notably, China shows improvement at 5.21 gha/capita despite its large population, owing
to investments in renewable energy. Turkey (4.89 gha/capita), facing water crises from
large infrastructure projects, and North Macedonia (3.76 gha/capita) with outdated heating
systems, occupy subsequent positions. Despite EU membership, Romania (3.52 gha/capita)
performs poorly due to coal dependence and deforestation. Thailand (3.21 gha/capita)
struggles with tourism-related plastic pollution, Azerbaijan (2.95 gha/capita) with oil-
dependent mono-economy, and Iran (2.83 gha/capita) with excessive energy consumption
and water scarcity, completing the ranking (World Bank, 2022; UNEP, 2023). These trends
clearly indicate that energy consumption patterns and natural resource management are the
most decisive factors in national ecological footprints.

Considering the critical role of energy consumption patterns in ecological footprint
calculations, renewable energy sources - particularly hydropower - emerge as a key factor
warranting in-depth examination. The examination of factors affecting ecological footprint
has consistently been a compelling subject in environmental economics. Hydropower
consumption, as one such factor, has increased significantly with economic activity. While
hydropower serves as a renewable resource that effectively reduces air pollution, its
expanded generation and consumption may substantially decrease pollution levels.
However, extensive use of both renewable and non-renewable energy sources can increase
ecological footprints. Nevertheless, renewables generally have fewer environmental
impacts than non-renewables, making them preferable for achieving environmental
sustainability (Nathaniel and Khan, 2020). Although hydropower offers significant
advantages, its environmental consequences should not be overlooked. Despite its benefits
of renewability and low-carbon production, hydropower carries notable environmental
consequences. Large reservoir construction can destroy natural ecosystems, eliminate
forests and wetlands, and displace communities. These reservoirs render natural habitats
unusable for flora and fauna while disrupting river flows, particularly harming migratory
fish species. Changes in sediment and oxygen levels degrade aquatic habitats and threaten
species survival. Additionally, submerged forests in reservoirs generate methane from

anaerobic decomposition of organic matter, increasing greenhouse gas emissions - an effect
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more pronounced in tropical regions. Organic and sediment accumulation also reduces

water quality and compromises dam functionality, requiring increased maintenance. In
addition to hydropower, other macroeconomic variables affecting the ecological footprint
have been considered in this study. Other significant variables affecting ecological
footprint include per capita GDP, financial development, trade openness, among others,
which have been explored in various studies and are examined in this research.

Today, rapid economic growth and industrial development in many countries have
placed unprecedented pressure on natural resources and the environment. The ecological
footprint, as a comprehensive indicator for measuring these pressures, reveals that current
development patterns in many countries—particularly those dependent on natural
resources—are unsustainable and pose a serious threat to natural ecosystems. Despite
numerous studies on factors affecting the ecological footprint, the impact of economic
uncertainties on this indicator and its cross-country variations have received less attention.
Yet, economic fluctuations, policy changes, and macroeconomic instabilities can
significantly alter the relationship between economic growth and environmental pressures.
Accurately identifying the factors influencing the ecological footprint under uncertain
conditions is crucial for formulating effective sustainable development policies. This study
combines ecological footprint analysis with economic uncertainty to provide a more
comprehensive framework for understanding these relationships. By employing fuzzy
regression methods and examining selected countries at different development levels, the
research offers deeper insights into the complex interplay between economic and
environmental variables. The findings can assist policymakers in developing countries in
designing strategies to mitigate environmental pressures while accounting for uncertainty
effects. Additionally, comparing the performance of different countries may help identify
successful models for reconciling economic growth with environmental sustainability.
Therefore, this study aims to measure the impact of uncertainty in ecological footprint
determinants across selected Asian and European countries (Iran, Azerbaijan, China,
Russia, Malaysia, Thailand, Turkey, Belarus, North Macedonia, and Romania) through
fuzzy analysis of right and left spreads. This methodology enables precise determination
of each factor's influence on ecological footprint. This study employs fuzzy regression
analysis as a novel and robust methodological approach for ecological footprint
assessment, offering distinct advantages over conventional techniques. The selected
methodology demonstrates particular efficacy in modeling complex nonlinear relationships
among variables, accommodating varying degrees of membership, and processing

incomplete or uncertain datasets, making it exceptionally well-suited for analyzing the
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multidimensional nature of ecological footprint dynamics. The principal innovation of this

research lies in its application of fuzzy regression to concurrently examine economic and
environmental determinants, thereby enabling the investigation of uncertainty both as an
independent variable and as an intrinsic system property. A critical methodological
advantage is the generation of interval-based outputs, which facilitates scenario analysis by
policymakers - a particularly crucial capability for environmental assessments
characterized by inherent uncertainties. Methodologically, this approach represents a
significant advancement by enabling: (1) integrated analysis of qualitative and quantitative
variables, (2) explicit incorporation of uncertainty as a system component, and (3)
comprehensive modeling of nonlinear relationships, collectively providing a more nuanced
and realistic representation of the complex interplay between economic and environmental
variables than previous research frameworks. The paper comprises five sections: following
the introduction, Section 2 reviews existing literature; Section 3 details the model and
methodology; Section 4 presents empirical data analysis and results; and Section 5 provides

conclusions and policy recommendations.

2. Theoretical Foundations of the Research

2-1. Impact of GDP on Environmental Quality

Numerous studies have demonstrated that the relationship between per capita GDP and
environmental quality follows the Environmental Kuznets Curve (EKC) pattern. In the
early stages of economic growth, countries typically focus on industrial development and
increased production, leading to greater exploitation of natural resources and higher
consumption of fossil fuels. This process is associated with rising pollution levels and
environmental degradation (Selden & Song, 1994). However, after reaching a certain per
capita income threshold (typically in developed countries), public demand for a cleaner
environment increases, and stricter regulatory policies are implemented. At this stage,
investments in clean technologies and energy efficiency improvements lead to reduced
pollution and enhanced environmental quality (Grossman & Krueger, 1991). Studies such
as Cole et al., (1997) further emphasize that strong institutions and effective environmental

policies can shift the EKC's turning point to lower per capita income levels.

2-2. Impact of Financial Development on Environmental Quality
Financial development—defined as the improvement in the quantity, quality, and
efficiency of financial intermediation services—has dual effects on the environment. On

one hand, by facilitating access to capital, financial development enables the expansion of
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industrial and manufacturing activities, which may increase energy consumption and

pollutant emissions (Sadorsky, 2010). On the other hand, it reduces financing costs,
promoting investments in environmental projects and clean technologies (Tamazian &
Bhaskara, 2010). Additionally, developed financial markets can introduce innovative
instruments such as green bonds and low-interest credits for sustainable projects, thereby
reducing ecological footprints. Thus, the environmental impact of financial development

depends on a country's economic structure, policy orientation, and regulatory institutions.

2-3. Impact of Trade on Environmental Quality

International trade affects environmental quality through three primary mechanisms: the
scale effect, composition effect, and technique effect. The scale effect refers to increased
economic activity due to trade expansion, which may raise resource consumption and
pollution. The composition effect relates to shifts in production structures based on
comparative advantages—e.g., specialization in energy-intensive goods may increase
pollution, while knowledge-based production reduces environmental harm. The technique
effect captures technology transfers and efficiency gains from trade (Grossman & Krueger,
1991). If the technique effect dominates, trade can improve environmental quality.
Furthermore, international trade agreements incorporating environmental clauses may

amplify these positive effects.

2-4. Impact of Energy on Environmental Quality

Energy consumption, particularly fossil fuels, is a key driver of ecological footprint growth
(Charfeddine & Mrabet, 2017). Rising energy use increases greenhouse gas emissions and
other pollutants, degrading air, water, and soil quality. However, transitioning to
renewables (e.g., hydropower, solar, wind) can mitigate these impacts. Studies show that
expanding clean energy shares not only reduces emissions but also fosters low-
consumption, sustainable production processes. Energy policies such as environmental

taxes and clean energy subsidies further incentivize efficiency and decarbonization.

3. Empirical Studies

3-1. Domestic Empirical Studies

Shad Stanjin & Safarzadeh (2022) analyzed the short-term and long-term relationship
between hydropower consumption and environmental degradation indicators (ecological

footprint, carbon footprint, and CO2 emissions) in Iran's economy from 1980 to 2018.
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Results revealed significant negative relationships between hydropower consumption and
both CO2 emissions and carbon footprint across both time horizons. Hydropower also
demonstrated short-term positive effects on reducing ecological footprint. Esfahani et al.,
(2022) examined the nexus between economic growth, energy consumption, and ecological
footprint across 72 developed and developing countries (1990-2018) using Generalized
Method of Moments (GMM). Findings indicate bidirectional relationships between
economic growth and both energy consumption/ecological footprint in both country
groups. Non-renewable energy consumption, urbanization, fertility, and mortality rates
positively increase ecological footprint, while renewable energy, technological progress,
and human capital reduce it. Economic growth decreases ecological footprint in developed
nations but increases it in developing countries, reflecting greater renewable energy
adoption in developed economies. Interestingly, ecological footprint negatively impacts
economic growth in developed nations while showing positive effects in developing
contexts. Mohammadi-Nia et al., (2024) employed a Nonlinear ARDL (NARDL) model to
investigate asymmetric relationships between globalization, economic growth, financial
development, and ecological footprint in Iran (1981-2021). Results demonstrate symmetric
long-term effects of globalization and financial development shocks on ecological
footprint, but asymmetric effects for economic growth, confirming nonlinear dynamics.

Financial development showed significant positive impacts on ecological footprint.

3-2. International Empirical Studies

Liu and Kim's (2018) Panel VAR analysis of 44 Belt and Road countries (1990-2016)
revealed unidirectional causality from ecological footprint to FDI, supporting the Pollution
Haven Hypothesis (PHH) for both FDI and GDP, with notable heterogeneity among
variables. Nathaniel's (2020) study on Indonesia identified urbanization, economic growth,
and energy consumption as drivers of environmental degradation, while trade showed long-
term negative environmental impacts. Results confirmed unidirectional causality from
economic growth to ecological footprint and from urbanization to energy consumption. In
their 2022 study, Radmehr et al., employed the Generalized Method of Moments (GMM)
to analyze the tripartite relationships among ecological footprint, renewable energy
consumption, and income across G7 nations from 1990 to 2018, revealing significant
bidirectional linkages: their findings not only demonstrate mutual causality between GDP
and renewable energy but also confirm reciprocal relationships between ecological
footprint and both GDP and renewable energy consumption, highlighting the complex

interdependencies among economic growth, clean energy adoption, and environmental



Cheshmaghil et al.: d’/&{)//b/o’JL—/‘Z;L“/UW H

impacts in advanced economies. Irina Georgescu and Jani Kinunnen's (2023) ARDL

analysis of Finland (1990-2021) found GDP and FDI significantly reduced ecological

footprint, while energy consumption increased it, validating an Environmental Kuznets
Curve (EKC) relationship. Khan ef al, (2023) investigated the dynamic relationships
between urbanization, energy consumption, and environmental pollution in India during
the 1971-2018 period. Their study employed the nonlinear autoregressive distributed lag
(NARDL) cointegration test developed by Shin et al., (2014) to analyze these dynamic
interactions. The findings reveal that while urbanization has proven environmentally
beneficial in India's long-term development, energy consumption has consistently exerted
harmful environmental effects. Notably, both positive and negative shocks from energy use
and urbanization demonstrate asymmetric impacts on ecological footprint. Aldegheishem
(2024) extended this research focus by examining how urbanization, energy consumption,
natural resources, economic growth, and technological innovation affect ecological
footprint in Saudi Arabia (1990-2022). Utilizing multinational data sources, the empirical
results demonstrate consistent patterns across both short- and long-term analyses:
urbanization, natural resource abundance, and technological innovation significantly
reduce ecological footprint, whereas energy consumption and economic growth contribute
to its expansion. These contrasting effects highlight the complex environmental trade-offs

accompanying development processes.

4. Methodology

Fuzzy regression models were first introduced by Tanaka et al., (1982). These models
obtain the optimal regression equation by minimizing the degree of fuzziness, achieved
through minimizing the sum of the membership function widths of the fuzzy coefficients
in the equation. Fuzzy regression models possess distinct characteristics compared to
classical regression models. Classical regression requires a set of strong statistical
assumptions for valid results, including: Normality of errors, Absence of autocorrelation &
Homoscedasticity (constant error variance).

Violation of any of these assumptions can significantly undermine the validity of
classical regression analyses. In many cases, justifying these assumptions is difficult or the
necessary conditions for their application may not be properly met. For instance,
observations or system definitions may be influenced by insufficient information or
imprecise human judgments. Although classical regression has wide applications, it may

produce misleading results under the following conditions: Insufficient observational data,
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Non-normal error distributions, Ambiguity in relationships between independent and

dependent variables, Uncertainty regarding events & Invalid linearization assumptions.

When classical regression methodology and its assumptions are difficult to justify,
fuzzy regression can serve as a more effective tool. This approach utilizes membership
functions and possibility distributions to model imprecise or ambiguous conditions,
enabling better system understanding and more accurate results. In classical regression, a
specific output value is computed for each set of input variables, whereas fuzzy regression
estimates a range of possible outputs whose distribution is defined by membership
functions.

Three main categories of fuzzy regression models exist: Possibilistic fuzzy regression
models, Least squares fuzzy regression models & Interval analysis-based regression
models.

This study employs possibilistic fuzzy regression. To achieve optimal fitting, an optimal
model must be estimated. Since the membership functions used to represent fuzzy numbers
are triangular, fuzzy regression can be formulated as a linear programming problem. One
type of possibilistic fuzzy regression model uses fuzzy coefficients with non-fuzzy input
and observed output. The general form of the fuzzy regression model with fuzzy
coefficients is shown in Equation (1):

Y=1(x,A) =4y +A1x; +Ayx, + -+ Apx, (D
Where:

Y is the fuzzy dependent variable (output)

X = (X1, X2, ..., Xn) 1S the vector of independent variables (input)

A ={Ao, Aj, ..., A,} is a set of fuzzy numbers

The fuzzy linear regression model with fuzzy parameters, non-fuzzy inputs, and fuzzy
output is formulated as a linear programming problem aimed at minimizing the ambiguity
of the fuzzy linear regression model, ensuring that the estimated value range covers the
observed value range at a specified level. In this study, regression coefficients are defined

as triangular fuzzy numbers:

N 1-°F a-st<x<a
Ax) = ~ (2)
1-F a<x<a+st
Where: a is the central value
st and s® are the left and right widths of A, respectively
When st # sk, the triangular fuzzy number A is called asymmetric. In this case, the

membership function A can alternatively be expressed in terms of three parameters (a, sk,
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sR) by expressing the right width in terms of the left width. Letting s® = kst, where k is a

positive real number called the stretch coefficient, the asymmetric triangular fuzzy number
A can be described by the triple [A = (a, st, k)] T, and its membership function

becomes:

a—x L
1- I a—s"<x<a

A(x) = xfa 3)
1-— a<x<a+ksk
ksR

Accordingly, the fuzzy output Y is also an asymmetric triangular fuzzy number:

f*c (—x)=a 0+a 1x I+-+a nx n
@) f s"L (—x)=s_0"L+s_I"L x 1+-+s n"L x_n
f s"R(—x)=s_0"R+s 1"R x_1+:-+s n™Rx n
Where:
fE(X) = ap + arxq + - + apx,
$(%) = s+ s1x1 + -+ spxy )
R(x) = s& + sfxq + -+ sRx,

The membership function of Y can thus be expressed as:

(1-F WY ey i) <y < fo(x)
|0
1- % J(x) <y < f(x)+ R (x)

In fuzzy regression, the objectives are:

Ensure all fuzzy output values Y; (j = 0,1,2,...,m) have membership degrees of at least
h:
Y,(3)zh, i=12..m (6)

Determine fuzzy coefficients A; (i = 0,1,2,...,n) that minimize the output's fuzziness.
For symmetric A; (i = 0,1,...,n), the objective function (sum of output fuzzy widths for

all data) is:

Z =2ms,+2 (siz Xji) (7)

n m
=1 j=1

=

Where x; represents the j-th observation of the i-th variable. For asymmetric A;, Z

becomes:
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Z=m(sh +8) + ) [(s5+58) ) ) ®)
i=1 j=1

For symmetric A; (i = 0,1,2,...,n), substituting Equation (4) into (10) and (5) yields the

constraints:

n

(1-h)se+(1—h) Z(Soxii) —ap — Z(Soxji) = )
i-1 i=1

—YVi ,jl,Z, e, M

(1—h)sy + (1 —h) Z(soxﬁ) tag+ Z(sox]-i) > "
i=1 i=1

+y; 1,2 ...,m

Where x; represents the j-th observation of the i-th variable. Based on the above
explanations, the right and left widths are calculated for a membership degree of 0.9
(Cheshmaghil et al., 2024).

The fuzzy regression method was selected for this study due to its capability to model
inherent data uncertainties and complex inter-variable relationships. While classical
regression relies on restrictive assumptions such as error normality and homoscedasticity,
fuzzy regression employs asymmetric triangular membership functions to represent
interval-valued possibilities, offering greater flexibility when handling imprecise or
incomplete data. By minimizing model ambiguity (through linear programming) while
guaranteeing a minimum membership degree (h=0.9), this approach yields more reliable
results under real-world conditions—making it better suited for our research problem than

conventional methods.

5. Data and Results

This study examines the impact of uncertainty factors on ecological footprint in selected
Asian and European countries (Iran, Azerbaijan, China, Malaysia, Russia, Thailand,
Turkey, Belarus, North Macedonia, and Romania) using annual data from 1996 to 2022.
The study population comprises 10 selected Asian and European countries classified as
upper-middle-income economies according to World Bank statistics. Within this category,
Europe includes 13 countries and Asia 7 countries. Nations such as Iraq, Jordan, Lebanon,

Albania, Bosnia, Bulgaria, Georgia, Kazakhstan, Montenegro, and Serbia were excluded
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due to insufficient data on ecological footprint and GDP. Consequently, the final sample
consists of Iran, Azerbaijan, China, Malaysia, Russia, Thailand, Turkey, Belarus, North
Macedonia, and Romania. Per capita ecological footprint data were obtained from the
Global Footprint Network, while macroeconomic variables including per capita GDP,
energy consumption, financial development, and trade openness were collected from the
World Bank's World Development Indicators (WDI) for the period 1996-2022. As noted,
the selected countries fall under the upper-middle-income category based on the World
Bank's 2017 classification using gross national income (GNI) per capita, reflecting
comparable levels of economic development, production capacity, and macroeconomic
challenges. Although geographical and social differences exist, their similar income levels
lead to shared challenges such as transitioning to advanced technology-based economies,
attracting foreign direct investment, and improving labor productivity. The study period
covers years when these countries experienced significant global developments (e.g.,
financial crises and commodity price fluctuations), making their policy responses
comparable. Thus, despite apparent diversity, focusing on this group is methodologically
justified due to their homogeneity in key economic indicators. The fuzzy regression model
was estimated using MATLAB software. Following the studies of Elnour et al., (2022),
Rahman et al., (2021), and Nathaniel et al., (2020), the model is specified as:
ECFP=F (GDP, GDP?, EX, FDI, HP) (11)
In this section, a fuzzy regression with symmetric coefficients will be estimated to
examine the impact of the uncertainty of per capita GDP (GDP), squared per capita GDP
(GDP?), trade openness (EX), financial development (FDI), and hydropower energy
consumption (HP) on the ecological footprint (ECFP) in selected Asian and European
countries. The 26-year study period (1996-2022) includes 52 constraints for minimizing
the objective function to assess ecological footprint uncertainty. All computations were
performed in MATLAB. After establishing the constraints, the optimization problem was
solved using symmetric fuzzy coefficients with a 0.9 membership level, calculating: Fuzzy

center values, Right fuzzy spreads & Left fuzzy spreads

Table 1: Fuzzy Estimation of the Impact Width of Factors Affecting the Ecological Footprint

in Iran
Variable Name Left Width Average Width Right Width
GDP -4.500 0.500 5.500
GDP"2 -8.570E-14 1.288E-15 8.288E-14

EX -1.406E-14 1.552E-15 1.716E-14
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FDI -1.567E-13 2.084E-15 1.609E-13
HP -5.838E-13 3.281E-14 6.495E-13

The results from Table (1) indicate that per capita GDP (GDP) in Iran shows the highest
level of uncertainty in its impact on ecological footprint, with a right spread of 5.5 and left
spread of -4.5, reflecting the asymmetric effect of economic growth on the environment,
which is likely due to Iran's heavy reliance on oil industries and insufficient consideration
of environmental factors in development planning. The squared GDP (GDP?) demonstrates
negligible impact on ecological footprint with values close to zero, suggesting that the
relationship between economic growth and environmental degradation has not yet reached
saturation point. Trade openness (EX) shows minimal influence on Iran's ecological
footprint index with very small coefficients, potentially indicating the unique nature of
Iran's foreign trade that primarily relies on crude oil exports. Financial development (FDI),
despite high uncertainty, exhibits moderate impact, likely due to structural limitations in
attracting foreign investment. Hydropower consumption (HP) displays wide spreads but
moderate effects, revealing the insignificant share of renewable energy in the country's
energy portfolio. These findings collectively demonstrate that Iran's economic growth
pattern exerts substantial pressure on the environment, necessitating a fundamental revision

of development policies with greater emphasis on environmental considerations.

Table 2: Fuzzy Estimation of the Impact Width of Factors Affecting the Ecological Footprint

in Azerbaijan

Variable Name Left Width Average Width Right Width
GDP -1.231 3.020E-16 1.231
GDP"2 -2.921E-15 1.728E-16 3.267E-15
EX -1.385 0.461 2.307
FDI -1.748 0.089 1.927
HP 0.332 0.332 0.332

In Azerbaijan, per capita GDP (GDP) demonstrates a more balanced impact on
ecological footprint with a symmetric spread of £1.231, likely attributable to the relative
diversity in the country's economic structure. In contrast, squared GDP (GDP?) shows
negligible influence on ecological footprint, indicating a linear relationship between
economic growth and environmental pressure. Trade openness (EX) exhibits significant
asymmetric effects on the ecological footprint index with a right spread of 2.307 and left

spread of -1.385, which may stem from Azerbaijan's heavy reliance on oil and gas exports.
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Financial development (FDI) displays high uncertainty (right spread: 1.926; left spread: -

1.748), probably linked to oil price volatility and its impact on investment attraction.
Hydropower consumption (HP) has a relatively small but definitive effect (constant value:
0.332) on the dependent variable, reflecting development constraints in this sector. These
results collectively indicate that while Azerbaijan maintains a more balanced situation
compared to Iran, its continued dependence on extractive industries still exerts considerable

pressure on the country's environment.

Table 3: Fuzzy Estimation of the Impact Width of Factors Affecting the Ecological Footprint

in China
Variable Name Left Width Average Width Right Width
GDP -0.234 0.028 0.291
GDP"2 -0.358 1.441E-10 0.358
EX 0.183 0.183 0.183
FDI -6.138 1.246E-09 6.138
HP -0.287 2.464E-10 0.287

The results from Table (3) for China indicate that per capita GDP (GDP) has a relatively
balanced impact on the ecological footprint index with a right spread of 0.29132 and left
spread of -0.234, likely reflecting China's recent policies integrating economic growth with
environmental considerations. Squared GDP (GDP?) shows greater uncertainty with a
symmetric spread of £0.358, which may stem from regional differences in implementing
environmental policies. Trade openness (EX) has a stable but minor effect on ecological
footprint with a constant value of 0.183. Financial development (FDI) displays the highest
level of uncertainty (£6.138), clearly related to the massive scale and diversity of foreign
investments in China. Hydropower consumption (HP) has a moderate impact with
symmetric spread of +0.287, probably indicating the complex effects of large-scale
hydropower projects. These findings collectively suggest that while China has taken
significant steps toward aligning economic growth with environmental protection, notable
challenges remain, particularly in managing foreign investments and large infrastructure

projects.

Table 4: Fuzzy Estimation of the Impact Width of Factors Affecting the Ecological Footprint
in Malaysia
Variable Name Left Width Average Width Right Width
GDP -3.565E-09 2.674E-10 4.100E+09
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GDP"2 -5.409E-09 3.039E-10 6.017E-09
EX -0.725 0.587 1.899
FDI -4.817 0.458 5.733
HP -1.655 1.847E-10 1.655

The results of Table (4) for Malaysia show that per capita GDP (GDP) exhibits
significant uncertainty with a very large right spread (4.100E+09) and left spread (-3.565E-
09), likely due to Malaysia's unique economic mix of industry, services and agriculture.
Squared GDP (GDP?) also shows high uncertainty with a right spread of 6.017E-09 and
left spread of -5.409E-09. Trade openness (EX) demonstrates notable asymmetric impact
on ecological footprint with right spread of 1.899 and left spread of -0.725, probably related
to environmental effects from tourism and agricultural exports. Financial development
(FDI) shows extremely high uncertainty (right spread: 5.733; left spread: -4.817), likely
stemming from intense regional competition for investments. Hydropower consumption
(HP) has moderate symmetric impact (£1.655), probably due to geographical constraints
in developing this sector. These results collectively indicate that Malaysia's economy faces
complex challenges in balancing economic growth with environmental protection,

particularly in agriculture and tourism sectors.

Table 5: Fuzzy Estimation of the Impact Width of Factors Affecting the Ecological Footprint

in Russia
Variable Name Left Width Average Width Right Width
GDP -1.157 2.151E-12 1.157
GDP"2 -3.320E-11 2.606E-12 3.841E-11
EX 0.574 0.574 0.574
FDI -2.499 0.053 2.605
HP 0.007 0.007 0.007

The analysis reveals distinct patterns in Russia's ecological footprint drivers. Per capita
GDP (GDP) demonstrates balanced environmental impact with a symmetric spread of
+1.157, likely attributable to Russia's vast territory and low population density. Squared
GDP (GDP?) shows negligible influence on ecological footprint with minimal coefficients,
suggesting limited non-linear effects. Trade openness (EX) exhibits stable but moderate
impact (constant: 0.574), reflecting Russia's resource-based export structure dominated by
energy commodities. Financial development (FDI) displays significant yet highly uncertain

effects (right spread: 2.605; left spread: -2.499), primarily tied to oil and gas price volatility
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in this energy-exporting economy. Hydropower consumption (HP) has minimal impact

(constant: 0.007), indicating Russia's predominant reliance on other energy sources like

fossil fuels and nuclear power.

Table 6: Fuzzy Estimation of the Impact Width of Factors Affecting the Ecological Footprint
in Thailand
Table 6 - Fuzzy Estimation of The Impact Width of Factors Affecting the Ecological Footprint

in Thailand
Variable Name Left Width Average Width Right Width
GDP -0.817 3.320E-10 0.817
GDP"2 -7.278E-09 6.773E-10 8.633E-09
EX 0.593 0.593 0.593
FDI -2.344 0.215 2.774
HP -2.782 0.203 3.189

The analysis reveals that per capita GDP (GDP) in Thailand demonstrates a balanced
impact on ecological footprint with a symmetric spread of +0.817, while squared GDP
(GDP?) shows negligible influence with minimal coefficients. Trade openness (EX)
exhibits stable but moderate effects (constant: 0.593), likely reflecting Thailand's unique
export composition combining agricultural and industrial products. Financial development
(FDI) displays both high uncertainty (right spread: 2.774; left spread: -2.344) and
significant impact, probably stemming from volatility in Thailand's tourism industry.
Hydropower energy consumption (HP) shows the highest uncertainty among all variables
(right spread: 3.1887; left spread: -2.782), potentially due to hydropower development in
ecologically sensitive areas. These findings collectively indicate that Thailand faces
significant challenges in balancing tourism and agricultural development with
environmental conservation, particularly given the ecological sensitivity of its key
economic sectors and the environmental pressures associated with its energy infrastructure
projects. The results underscore the complex trade-offs between economic growth and
environmental sustainability in Thailand's development pathway, highlighting the need for
sector-specific policies that address the unique environmental impacts of tourism,

agriculture, and energy production while maintaining economic competitiveness.

Table 7: Fuzzy Estimation of the Impact Width of Factors Affecting the Ecological Footprint
in Turkiye

Variable Name Left Width Average Width Right Width
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GDP -2.162 0.258 2.679
GDP"2 2.084E-10 3.593E-10 5.103E-10
EX 0.382 0.382 0.382
FDI -4.599E-08 1.170E-10 4.622E-08
HP -3.255 0.164 3.584

Table (7) Results for Turkey demonstrate that per capita GDP exerts a significant
asymmetric impact on ecological footprint with a right spread of 2.679 and left spread of -
2.162, while squared GDP shows negligible influence. Trade openness exhibits stable but
moderate effects (constant coefficient: 0.382), likely reflecting Turkey's diversified export
composition. Financial development (FDI) displays minimal impact, suggesting relative
stability in foreign investment absorption. Hydropower energy consumption reveals
substantial uncertainty (right spread: 3.584; left spread: -3.255) and notable environmental
effects, primarily attributable to recent large-scale hydropower developments. Collectively,
these findings indicate that while Turkey maintains relative stability in attracting foreign
capital, its ambitious infrastructure expansion projects - particularly in energy sector -
impose significant environmental pressures, highlighting the critical trade-off between
economic development and ecological sustainability in Turkey's growth model. The
asymmetric impacts across different economic variables underscore the complex

challenges Turkey faces in balancing modernization with environmental conservation.

Table 8: Fuzzy Estimation of the Impact Width of Factors Affecting the Ecological Footprint

in Belarus
Variable Name Left Width Average Width Right Width
GDP -4.035 0.435 4.906
GDP™2 -4.162E-16 9.759E-17 6.114E-16
EX 0.118 0.118 0.118
FDI 0.242 1.520E-16 0.242
HP -1.980E-15 4.925E-17 2.079E-15

The analysis reveals that per capita GDP (GDP) exhibits the highest uncertainty among
all variables, with a right spread of 4.906 and left spread of -4.035, likely stemming from
Belarus's heavy dependence on Russia's economy and its associated volatility. Squared
GDP (GDP?) shows negligible impact on ecological footprint, with minimal coefficients.
Trade openness (EX) demonstrates very limited influence (constant: 0.118), likely due to

the country's trade restrictions. Financial development (FDI) has a stable but minor effect
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(constant: 0.242), reflecting Belarus's limited appeal to foreign investors. Hydropower
energy consumption (HP) shows insignificant impact, as the country primarily relies on

other energy sources.

Table 9: Fuzzy Estimation of the Impact Width of Factors Affecting the Ecological Footprint

in Macedonia

Variable Name Left Width Average Width Right Width
GDP -2.583 0.247 3.077
GDP*2 -0.050 6.167E-16 0.050
EX -2.175 0.309 2.792
FDI -5.697E-14 1.753E-16 5.732E-14
HP -1.177 0.196 1.569

The analysis reveals that per capita GDP (GDP) has a significant yet highly uncertain
impact on ecological footprint, with a right spread of 3.077 and left spread of -2.583, while
squared GDP (GDP?) shows negligible influence (constant: 0.050). Trade openness (EX)
exhibits substantial asymmetric uncertainty (right spread: 2.792; left spread: -2.175), likely
tied to the country's EU accession process and evolving trade standards. Financial
development (FDI) demonstrates minimal effects, reflecting the constraints of North
Macedonia's small economy. Hydropower energy consumption (HP) has a moderate
impact (right spread: 1.569; left spread: -1.177), constrained by the sector's limited

development.

Table 10: Fuzzy Estimation of the Impact Width of Factors Affecting the Ecological Footprint

in Romania
Variable Name Left Width Average Width Right Width
GDP -1.319 0.190 1.698
GDP"2 -6.897E-10 1.158E-10 9.215E-10
EX 0.370 0.370 0.370
FDI -1.724E-08 1.254E-10 1.749E-08
HP -3.147 0.117 3.380

The analysis reveals that per capita GDP (GDP) has a balanced impact on ecological
footprint with a right spread of 1.698 and left spread of -1.319, while squared GDP (GDP?)
shows negligible influence. Trade openness (EX) demonstrates stable but moderate effects

(constant: 0.370), likely due to Romania's EU membership and compliance with its
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environmental standards. Financial development (FDI) has minimal impact, reflecting

relative stability in foreign investment attraction. Hydropower energy consumption (HP)
displays the highest uncertainty among variables (right spread: 3.380; left spread: -3.147),

probably resulting from recent renewable energy project developments.

6. Conclusions

The findings of this comprehensive study demonstrate that the relationship between
economic growth and environmental pressures in upper-middle-income countries follows
a complex pattern influenced by the interplay of economic, institutional, technological, and
geographical factors. The analysis of data from 10 selected Asian and European countries
over a 26-year period (1996-2022) using fuzzy regression revealed that in resource-
dependent economies such as Iran, Russia, and Azerbaijan, economic growth has been
accompanied by a significant increase in ecological footprint. In contrast, more
economically diversified countries like China and Malaysia have been able to moderate
this relationship through smart policy interventions. Of particular importance is the
asymmetric and varied impact of macroeconomic variables on environmental indicators
across different countries, which underscores the need for designing localized policies
tailored to each nation's specific conditions.

At the micro level, the findings indicate that financial development has had dual effects
in most of the studied countries. On one hand, it has facilitated investments in clean
technologies and energy optimization projects, yielding positive impacts. On the other
hand, it has increased environmental pressure through the expansion of industrial and
manufacturing activities. This finding highlights the importance of smart financial
regulation and directing credit flows toward sustainable activities. Regarding trade, the
research results show that in countries transitioning toward high-tech, value-added exports
(such as China and Malaysia), trade has had positive environmental effects, whereas in raw
material exporting countries (like Russia and Iran), the negative effects have predominated.
This reveals the necessity of restructuring trade policies toward knowledge-based exports.
In the energy sector, results demonstrate that renewable energy development in countries
with coherent long-term plans (such as Romania and China) has helped reduce ecological
footprints. However, in some countries like Iran and Azerbaijan, the negligible share of
clean energy in the energy mix and heavy reliance on fossil fuels have had significant
negative environmental impacts. These findings clearly show that transitioning toward low-
carbon energy sources is not merely an option but an unavoidable necessity for developing

countries.
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Based on these findings, we propose a set of practical policy recommendations at

various levels:

- At the macro level:

Countries should move toward developing sustainable development models based on
their comparative advantages

National progress indicators should be redefined to incorporate environmental
sustainability criteria

Implementation of green tax policies including pollution taxes and subsidies for eco-
friendly activities

Establishment of national environmental funds financed by natural resource revenues

- At the sectoral level:

Development of green capital markets focusing on environmental sukuk bonds

Provision of low-interest loans to companies in clean technology and renewable energy
sectors

Revision of trade policies to prioritize high-tech, low-pollution exports
Development of recycling industries through tax incentives and banking facilities

- In the energy sector:

Formulation of national energy transition plans with quantitative targets and timelines

Investment in research projects for carbon capture and storage technologies

Implementation of smart pollution monitoring systems using digital technologies

- At the international level:

Establishment of joint environmental commissions among countries with similar
socioeconomic conditions

Attraction of green foreign investment with appropriate legal and financial guarantees

Active participation in international agreements to reduce pollutants and greenhouse
gases

- For future research directions:

Investigation of nonlinear effects of climate change on the economic growth-
environmental footprint relationship

Analysis of how good governance and democratic institutions moderate the negative
environmental impacts of economic growth

Comparative studies of environmental policy effectiveness across countries with
different technology levels

Development of ecological footprint prediction models combining satellite data and

economic indicators
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In conclusion, while economic growth may increase environmental pressure in the short
term, international experience shows that through smart policies, innovative technologies,
and sustainable production/consumption patterns, sustainable development models can be
achieved. Success in this path requires national commitment, active private sector
participation, strengthened civil society institutions, and international cooperation. This
study demonstrates that transitioning to a low-carbon economy represents not only an
environmental necessity but also an economic opportunity for job creation, technological

advancement, and enhanced international competitiveness.
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Abstract

In today’s global economy, sports, especially football, have become key drivers of economic
activity, with an estimated fan base of five billion worldwide. Professional football is no
longer just entertainment; it has evolved into a dynamic sector that makes substantial
contributions to employment and economic output. Football clubs, as multifaceted economic
entities, engage in competition not only on the field but also within a fiercely competitive
commercial and financial environment. This study employs the Data Envelopment
Analysis method to assess the economic performance and growth potential of Iran’s
football industry. By analyzing data from 48 football clubs—including a selected group
of international benchmarks and eight clubs from Iran’s Premier League—the research
provides a comparative evaluation of technical efficiency across diverse organizational and
market contexts. The results highlight a stark contrast between benchmark clubs and Iranian
clubs. Only a handful of international clubs are positioned on the efficiency frontier, while
Iranian clubs show inefficiency levels exceeding 90%, indicating a significant performance
gap. This suggests a latent growth potential of more than 700% in critical areas such as
revenue, market value, and global competitiveness. The findings underscore the need for
institutional, financial, and managerial reforms to address these inefficiencies and unlock the
considerable economic potential of Iran’s football industry. Improving technical efficiency
could significantly boost the international standing of Iranian clubs and contribute to the
broader development of the country’s sports economy.
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1. Introduction

In today’s world, developed countries place significant emphasis on sports and the sports
industry, recognizing them as key drivers of economic growth, improved quality of life,
and societal well-being. This belief is based on the understanding that the growth of sports
industries directly stimulates broader economic development. Among various sports,
football holds a unique global position, boasting approximately five billion fans, 130,000
professional players, and more than 4,400 professional clubs worldwide (FIFA, 2021)".

Over the past few decades, football has evolved into a major sector within the global
sports economy, contributing not only to economic growth but also playing a significant
cultural and social role across many countries. With a history spanning thousands of years,
modern football has undergone profound changes and remarkable advancements, largely
driven by science and technology, making it almost unrecognizable compared to its earlier
forms. The professionalization and industrialization of football have led to several
transformative developments, including the public listing of clubs on stock exchanges, the
widespread use of satellite television for broadcasting matches, significant capital flows
into equity markets, changes in club governance and management models, the globalization
of player transfers, and substantial revenue growth from the commercialization of football-
related products and services (Smharun, 2025: 121).

Today, football has transformed from a mere social activity into a highly productive
industry that attracts significant attention from the media, sponsors, and investors. With
billions of fans, popular events and matches, and the integration of commerce with the
sport, football has become a key driver of economic development in many countries. By
attracting substantial investments, the football industry can significantly contribute to GDP,
create employment, and enhance the economic welfare of nations (Zolfaghari, Nobakht
Ramazani, & Naderi Nasab, 2022). For example, during the 2021-2022 season, Spain’s
professional football sector generated over €18.35 billion in economic output—equivalent
to 1.44% of the national GDP—and supported more than 194,000 full-time jobs (La Liga,
2023)

These developments underscore football’s strategic significance in the global economy.
At the core of this expanding industry, football clubs serve as the primary agents of growth
and sustainability. As the foundational units of football development, clubs occupy a

central position within the broader football ecosystem, shaping both its economic trajectory

1, https://publications.fifa.com/en/vision-report-202 1/the-football-landscape/
https://publications.fifa.com/en/annual-report-202 1/around-fifa/professional-football-2021/

. Laliga: https://www.laliga.com/en-GB/news/professional-football-in-spain-generates-more-than-000111-
jobs-euro930-billion-in-taxes-and-accounts-for-000percent-of-gdp
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and institutional structure (Bason & Senaux, 2023). Clubs with higher revenues have more

capacity to invest in players, infrastructure, and long-term growth, which often correlates
with sporting success (Deloitte, 2023)".

Despite these global advancements, Iran’s football industry has yet to fully leverage its
social popularity and competitive potential. Football is highly popular in Iran, with clubs
such as Persepolis and Esteghlal ranking among Asia’s most successful teams. The Tehran
derby attracts over 100,000 spectators and tens of millions of television viewers. Moreover,
Iranian players are increasingly scouted by Arab and European clubs. Nevertheless, despite
these strengths, Iranian football clubs continue to face significant financial challenges,
including structural inefficiencies, underdeveloped revenue streams, and chronic
instability.

For instance, in 2023, Esteghlal Football Club failed to pay its debts and lost its AFC
license due to unpaid salaries for players and coaches, leading to disqualification from the
AFC Champions League (Inside World Football, 2022)?. According to the club’s 2023
financial report, its total revenue was approximately 62 billion Tomans, while expenses
exceeded 580 billion Tomans, indicating a severe financial imbalance (Esteghlal Cultural
and Athletic Club, 2023)°.

Considering these facts and the global role of football in both sports performance and
financial growth, this study aims to address the performance gap in Iran’s football industry
by assessing the technical inefficiency of its clubs. Using the Data Envelopment Analysis
(DEA) method, the study compares Iranian clubs with a selected group of international
benchmarks to evaluate their distance from the efficiency frontier and estimate their
capacity for growth and improvement, as the primary objective of this research is to
estimate the improvement potential of Iran’s football industry through measuring technical
inefficiency.

The main contribution of this paper lies in its innovation within the applied football
economics literature. While the methodology is widely used, the growing importance of
football economics globally, even in countries where the sport is less prominent than in
Iran, underscores the value of studies that enhance the sector’s role in Iran’s economy. This

paper can thus play a crucial role in advancing empirical football economics in the country.

L, https://www2.deloitte.com/uk/en/pages/sports/articles/deloitte-football-money-league.html

2, https://www.insideworldfootball.com/2022/01/07/afc-kicks-iranian-giants-persepolis-esteghlal-champions-
league/

3, Codal:

https://codal.ir/DownloadFile.aspx?hs=NQZQQQaQQQEbZAAJsUKi%2bKtlanPQ%3d%3d&ft=0111&let=
9
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2. Analytical Foundations

Given the economic functions of sports and its significant role in the contemporary
economies of nations, sports economics has become an increasingly prominent field of
discussion. The emergence of sports economics dates back to 1956 in the United States,
when Simon Rottenberg, widely regarded as the founder of the field, revolutionized the
role of sports in society and created opportunities for revenue generation in many countries.
Just as economics as a discipline can be traced back to Adam Smith’s inquiries into the
causes of the wealth and poverty of nations, the first application of economic methods to
sports is attributed to Rottenberg in his seminal article on the labor market for baseball
players, published in the Journal of Political Economy (Andreff & Szymanski, 2006).

The economic and commercial performance of sport has reached a distinctive position
in various countries, especially in developed nations such as the United Kingdom, Spain,
and Australia. For example, in Australia, the sports industry was valued at $32.2 billion for
the 20162017 period, contributing $14.4 billion to the country's GDP and supporting
approximately 128,000 full-time jobs. In that same year, the industry accounted for 0.8%
of total GDP and 1.5% of employment in the country, with exports worth $2.5 billion and
imports totaling $1.8 billion. From a labor productivity perspective, the industry generated
an added value of approximately $112,000 per worker annually. Moreover, it was estimated
that the value-added share of the sports industry grew at a rate of 13% between 2012 to
2017. (KPMG Sports Advisory, 2020)." The sports industry also plays a substantial role in
the economies of both developed and emerging nations. In the United Kingdom, the sector
contributed £18.1 billion to the national economy in 2022, accounting for 0.8% of total
economic output and supporting approximately 550,000 jobs. Between 2010 and 2022, the
UK sports industry experienced a growth rate of 32.2%, significantly outpacing the overall
economic growth rate of approximately 21.5% over the same period (Weston, 2024)% The
sports industry in China has also demonstrated significant growth. Total output in this
sector increased from 1.7 trillion Yuan in 2015 to approximately 3 trillion yuan (USD
419.71 billion) in 2019, reflecting both the industry's improvement and the growing public
interest in sports across the country. Furthermore, the total output of the sports industry
reached 3.3 trillion yuan (USD 461.68 billion) in 2022, marking a 5.9% increase compared
to 2021.The value added by the sports industry—which represents the industry's net
economic contribution—rose to 1.3 trillion yuan (USD 181.87 billion) in 2022, showing a

6.9% year-on-year growth. In addition, the sports services sector performed well,

! https://www.health.gov.au/sites/default/files/documents/2020/05/sports-industry-economic-analysis.pdf
2 https:/lordslibrary.parliament.uk/contribution-of-sport-to-society-and-the-economy/
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contributing 918 billion yuan (USD 128.43 billion), or 70.1%, to the industry’s total value

added. The manufacturing of sports equipment and related products also showed strong
performance, accounting for 386.6 billion yuan (USD 51.56 billion), or 28.2%, of the value
added. The Chinese government aims to expand the sports industry to 5 trillion yuan (USD
699.52 billion) by 2025, indicating a promising future for China's sports sector (Interesse,
2024).

Thus, the sports economy encompasses a variety of elements, including direct and
indirect job creation, the production of sports goods and equipment, international trade in
sports products, tourism development, the flourishing of local markets through sporting
events, advertising and broadcasting rights, the establishment of sports facilities, cultural
impacts, the growth of social and human capital, and the enhancement of public welfare in
society.

The economics of sport focuses on maximizing profits by analyzing revenue sources,
costs, and pricing strategies for sports clubs, including ticket prices and broadcasting rights.
To achieve these goals, it is essential to identify the factors influencing demand and supply
in the sports market, helping managers implement strategies to optimize profits and
financial management.

Demand in the sports industry is shaped by economic and non-economic factors. The
economic factors can be categorized into three groups:

1. Individual demand, driven by factors such as income, the price of sports services and
goods, and time.

2. Collective demand, impacted by income distribution and the number of consumers.

3. Other contributors, including historical patterns, market expectations, saturation levels,
and legal constraints.

Non-economic demand determinants include preferences, sports fashions, personal
health, external factors (e.g., weather), cultural influences, and demographic variables like
age, gender, and location (Viseu, 2000).

On the supply side, the sports industry is split between the public and private sectors.
The public sector focuses on improving access by investing in infrastructure and facilities,
while the private sector generates revenue through the sale of sports services, goods, and
events. Understanding both supply and demand dynamics is crucial for sports clubs to

manage their operations effectively.

1 https://www.china-briefing.com/news/chinas-economic-and-sports-industry-gains-from-paris-2024-
olympics/
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Football is arguably the most popular sport across the globe. Over recent decades,

football has experienced the most widespread reach among all sports, and the football
economy constitutes a major portion of the overall sports economy. Since the rules of
football were first written in the mid-19th century and labor unions began forming teams
to compete against one another, football has evolved into a truly global sport.

Though the sport was initially spread by British migrants, unlike other sports such as
rugby, football was not confined to Britain. Instead, it was embraced on a much broader
scale and eventually became a universally popular sport'. Today, football is no longer
merely a sport or a form of entertainment. What is broadcast on television or what happens
on the pitch is only part of the story. Football has transformed into a highly profitable and
revenue-generating industry, where clubs, teams, and leagues operate like economic
enterprises.

Given the widespread passion for the sport, football has consistently attracted attention
from the media, commercial enterprises, sponsors, and other investors, creating an ideal
environment for economic activity. In the modern world, the football industry facilitates
the movement of billions of dollars through massive revenues and extravagant
expenditures.

Revenue sources in the football industry include television broadcasting rights,
sponsorship and commercial partnerships, match day income and ticket sales, and
endorsements involving star players, among others. On the expenditure side, costs include
astronomical transfer fees and player acquisitions, travel and training camp expenses, event
hosting, depreciation costs, and more.

In essence, football and economics have become inseparable. As a result of the dramatic
transformations in football in recent decades, economists have increasingly turned their
attention to the sport, which has evolved from a game and pastime into a powerful

commercial engine and a high-income industry.

3. Literature review
A review of studies related to the subject discussed in this article reveals diverse findings
from research conducted in various countries, particularly in European nations.

Sima et al., (2023) examined the productive efficiency of teams in the Premier League,
focusing on clubs in the 2016-2017 season. They employed a non-parametric data
envelopment analysis (DEA) to analyze input variables, such as player salaries and coach

wages, and output variables, including points earned, total revenue, and Facebook

! https://www.britannica.com/sports/football-soccer/Professionalism?
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followers. The study found that social media and the internet played a significant role in
attracting fans and increasing club revenue. It also identified the potential for reducing input
variables to enhance the efficiency of underperforming clubs.

Keskin and Ondes (2020) assessed the efficiency of 59 major European football clubs
across 10 countries, evaluating both sporting and financial performance. Their input
variables included the number of players, total annual salary, and net assets, while output
variables consisted of points earned, total turnover, and spectator numbers. The study
revealed that the number of championships won and an increase in players positively
impacted performance. However, participation in European tournaments and mid-season
coaching changes negatively affected performance. Clubs with effective management,
adequate infrastructure, successful transfers, and high fan support exhibited the highest
efficiency.

Wyszynski (2016) analyzed the efficiency of Polish football clubs during the 2014-2015
season. Using DEA, the study evaluated inputs such as player and coach salaries and
outputs including revenue, season points, average stadium attendance, and TV viewership.
The study found that over a third of inefficient clubs were spending excessively on player
and coach wages relative to their revenue. It also highlighted that highly efficient clubs did
not always rank at the top of the league, suggesting that efficiency alone doesn’t guarantee
superior league performance.

Guzman and Morrow (2007) examined the efficiency and productivity of English
football clubs using a combined approach of Data Envelopment Analysis (DEA) and the
Malmquist productivity index. Their DEA model used output variables such as points
earned and total revenue, while input variables included staff expenses, operating costs,
and managerial bonuses. The study found that reducing input levels by up to 20% could
improve the efficiency of underperforming teams. It also highlighted that technological
advancements positively shifted the efficiency frontier, demonstrating the significant role
of technology in enhancing football clubs' productivity.

Studies in Iran’s football industry have primarily focused on areas like issue diagnosis,
barriers to growth, economic development, and privatization.

Zolfaghari et al, (2022) introduced an economic development model for Iranian
Premier League football clubs, identifying several key factors that significantly influence
club performance. These factors include structural improvements, club financing and
resources, professional and championship sports development approaches, talent
management systems, financial management systems, athletic performance, transfer

markets, and strategic club management. However, the study found that club structure, club
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ownership, marketing systems, and stakeholder management did not have a significant

impact on the examined outcomes.

Seifpanahi et al., (2022) proposed a comprehensive model outlining 28 important
categories affecting the performance and success of football clubs. These categories
encompass financial capacity, players, technical staff, facilities, talent scouting processes,
club academies, training camps, competitions, fan support, local community and
government backing, training sessions, effective and efficient management, youth teams,
club branding, club history, and educational programs. All these elements were shown to
contribute to enhancing club performance and success.

Moradi et al., (2019) analyzed the economic and financial barriers hindering the
performance and sustainable development of Iran’s football industry. Their research
identified 45 such barriers, categorized broadly into external factors—those beyond the
control of the football industry—and internal factors, which relate to organizational aspects
within the industry itself.

Rezaei & Esmaeili (2019) examined challenges related to television broadcasting rights
in Iran’s football sector. Their analysis highlighted seven critical components affecting the
sale of broadcasting rights: environmental, economic, political, cultural, structural,
managerial (government-related), behavioral, and legal factors. The study emphasized that
the ongoing refusal by the national broadcasting organization to pay for these rights poses
a serious risk of financial collapse for the football industry. To address this, the authors
recommended establishing private television networks and forming a negotiation
committee involving the government, parliament, and the national broadcasting
organization to ensure the sector’s financial sustainability.

The reviewed literature underscores a broad and evolving research agenda concerning
the economic and operational efficiency of professional football clubs. Studies from
European contexts primarily focus on measuring technical efficiency using Data
Envelopment Analysis (DEA), with an emphasis on optimizing the relationship between
financial inputs (e.g., player and coach wages, assets) and outputs (e.g., league points,
revenue, fan engagement). These analyses reveal both the critical role of financial
discipline and the growing influence of intangible assets such as social media reach.
Notably, they highlight that high efficiency does not necessarily align with top league
rankings, pointing to the complex, multi-dimensional nature of success in modern football.

In contrast, Iranian studies have largely concentrated on diagnosing structural and
economic challenges within the football industry. They emphasize issues such as inefficient

club management, underdeveloped financial systems, barriers to privatization, and the
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absence of sustainable revenue models. Specific attention has been given to the role of

government policies, broadcasting rights, and institutional barriers in shaping the economic
viability of Iranian clubs. Together, these findings reveal a significant gap in efficiency and
highlight substantial untapped potential for performance and financial improvement within
Iran’s football sector.

A review of these articles highlights a significant gap in the domestic research landscape
regarding the use of frontier-based analytical models to evaluate growth potential and
economic performance in Iran’s football industry. While such models, particularly Data
Envelopment Analysis, have been widely applied in studies of European and other
developed countries to assess the efficiency and productivity of football clubs, Iranian
research has largely focused on structural challenges, managerial deficiencies, and external
barriers to development. Together, these findings reveal not only the absence of efficiency-
oriented assessments in the domestic context but also substantial untapped potential for
performance enhancement and financial improvement in Iran’s football sector. This study
aims to fill this gap by applying a frontier efficiency approach to evaluate the status and

improvement potential of Iranian football clubs.

4. Research Method, Data, and Model Estimation
This study aims to assess the potential improvement of Iran's football industry using a
dataset of 48 DMUSs, including European football clubs, through the Data Envelopment
Analysis (DEA) frontier method.!

Data Envelopment Analysis (DEA) encompasses a range of models, notably the

Constant Returns to Scale (CRS) model and the Variable Returns to Scale (VRS) model.

. Comparing the efficiency of Iranian football clubs with global clubs, despite historical and structural
differences, is entirely logical within the framework of the Data Envelopment Analysis (DEA) method used in
this study. The basis of this method is to assess efficiency based on the performance of the best-performing
firms (Best Practice) in an industry, which are used as benchmarks. The logic behind this method is that if top
firms have achieved higher outputs with the same inputs, other firms using the same inputs should be able to
achieve the same output levels. If their outputs differ, this indicates inefficiency. If the goal is to measure
inefficiency in order to determine the potential improvement capacity (potential improvement) for inefficient
firms, this method provides a reliable answer. Such a comparison allows us to define a comparative standard
for other clubs by using the best practices in global football. In this method, the efficiency of each unit (club)
is measured based on its distance from the efficiency frontier (the performance of top units).

Therefore, global football clubs, which typically have better financial resources, managerial structures, and
infrastructure, are considered as the standard reference for efficiency measurement. This comparison precisely
aligns with the main goal of DEA, which is to identify more efficient units and their potential for improvement.

Comparing Iranian football clubs with global clubs, despite structural and financial differences, is possible
due to the use of appropriate data and control variables. Variables such as financial resources, number of
players, market value, and global rankings are correctly incorporated into the DEA model as inputs and outputs
to minimize the impact of these differences. In this way, the comparisons are made based on the actual
performance of the clubs and their optimization of resource usage, rather than superficial comparisons.

The goal of this comparison is to identify performance gaps between clubs and to calculate the potential
improvement capacity for inefficient clubs, which is the main objective of this paper.
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The CRS model is based on the assumption that outputs change in direct proportion to
changes in inputs, implying a linear production technology. In contrast, the VRS model
relaxes this assumption, allowing for non-proportional relationships between input and
output changes, thereby capturing the presence of scale inefficiencies. There are many
reasons why firms experience variable returns to scale. For example, a firm may exhibit
increasing return to scales (IRS) if the hiring more staff permits specialization of labor, but
may eventually exhibit decreasing return to scale (DRS) if it becomes so large that
management is no longer able to exercise effective control over the production processes
(Coelli et al., 2005).

DEA models can be implemented using different orientations—input-oriented, output-
oriented, or a non-oriented (graph-based) approach—depending on the nature of
managerial control and the objectives of the analysis. This orientation is especially relevant
in contexts where the production environment is resource-constrained and output levels are
dictated by external demand or institutional mandates. For example, in sectors such as
healthcare (e.g., hospitals) or sports (e.g., football clubs), resources like personnel,
equipment, and time are typically limited and under managerial control, while outputs (such
as patient outcomes or match results) are less directly controllable. (Coelli et al 2005.
Conversely, an output-oriented approach seeks to maximize outputs given a fixed level of
inputs and is more applicable when firms have greater influence over outputs, such as in
manufacturing settings where production targets can be adjusted to meet strategic
objectives. For instance, an automobile manufacturer may aim to optimize the number of
units produced to meet demand while keeping input costs constant.

In this study, the following input-oriented Data Envelopment Analysis (DEA) model
under the assumption of constant returns to scale (CCR model) is employed to evaluate the
technical efficiency and capacity for improvement within Iran’s football industry. This
model facilitates the assessment of how effectively football clubs utilize their controllable
resources—such as coaching staff, training facilities, and available practice time—
compared to the best-performing peers. It also provides a benchmark for identifying
potential input reductions that can be achieved without negatively affecting output levels,
thereby highlighting opportunities for enhanced resource allocation and operational

efficiency.
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Where , v; and u, show weight assigned to input i and output r, respectively. o denotes
the index of the decision-making unit under review(o € {1,2, ...,n}), y,, and X;,, are the

observed values of output r and input of i is for the DMU under review (unit 0). yyjand x;;;

represent the corresponding input and output values for any other DMUs; The total number
of inputs is denoted by m, the total number of outputs by s, and n refers to the total number
of DMUs included in the analysis. These parameters form the basis for constructing the

efficiency frontier against which each DMU’s performance is evaluated.

4-1. Study Population and Sampling Method

This study examines clubs from five major global football leagues—English Premier
League, La Liga (Spain), Ligue 1 (France), Serie A (Italy), and Bundesliga (Germany)—
as well as Iran's Persian Gulf Pro League. A selective sampling method was used, resulting
in a sample of 48 clubs: 40 from the European leagues (eight from each) and 8 from the
Persian Gulf Pro League, based on available data. The top eight clubs from the Iranian
league were included, while others were excluded due to insufficient data. Data for the
2022 season are presented in millions of euros to ensure better comparability. Since football
clubs typically release their financial statements at the end of June, marking the close of
each football season, the Iranian Rial and British Pound have been converted into euros
based on the exchange rate at the end of June 2022. A list of the clubs included in the study
is in the appendix.

Based on the described dataset, the previously introduced DEA model was applied to
compute the efficiency scores of the football clubs under study. In this framework, the input
and output variables utilized for the analysis are detailed as follows:

Input Variables
1. Average player and staff wage costs: these includes the total remuneration paid to all
employees, encompassing players, coaching staff, and technical personnel. Given the
substantial portion these wages constitute in club expenditures, and the notable wage

disparities between Iranian and European clubs, this variable was selected as a key input
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2. Average other operating expenses: Covers costs like travel, training camps, stadium

maintenance, event hosting, advertising, and marketing, with European clubs incurring
higher costs.
3. Number of players: Total number of players under contract for the 2021-2022 season.
Output Variables:
1. Total revenue: Aggregated income derived from match-day, broadcasting rights
sponsorships, and commercial activities.
2. Global club ranking: Based on a FIFA-approved points system that considers national
team performance, with more recent results having greater weight.
3. Total market value: Reflects the club's value in the transfer market, based on player
prices.
Table 1 presents the descriptive statistics of these variables for all Decision-Making

Units (DMUs) included in the study.

Table 1. Descriptive statistics of the variables

Variables Average | Std. Deviation | Minimum Maximum

Average cost of players' and staff

. o 0.628 0.216 0.238 1.368
salaries (million euros)
Average of other expenses (million 0.607 0212 0.345 1318
euros)
Number of players (individuals) 28.895 4.142 19 40
Total revenue (million euros) 273062.8 258682.5 2610 1100318
Global ranking of the club 15 0.164 1482 1
Total market value of each club (million 394683 2826063 6050 1003400

euros)
Source: Research findings.

The average salary cost for players and staff across the sample is approximately
€628,000, with a minimum of €238,000 and a maximum of €1.368 million. The lowest
value corresponds to Sepahan FC from the Iranian Persian Gulf Pro League, while the
highest is attributed to AS Monaco in France’s Ligue 1. The average of the “average other
expenses” variable is €607,000, ranging from €345,000 for Fiorentina in Italy’s Serie A to
€1.318 million for AS Monaco. Regarding the “number of players” variable, the mean is
about 29 players per club, with a maximum of 40 players at Paris Saint-Germain and a
minimum of 19 players at Sepahan FC in 2022. The average total revenue among the 48
clubs is approximately €273 million, with Peykan FC (Iran) reporting the lowest revenue

at €2.61 million, and Real Madrid generating the highest at €1.1 billion. The mean global



g M Applied Economics Studies, Iran (AESI)

ranking for the clubs studied is around 15, where Bayern Munich (Germany) holds the

highest position, and Aluminium FC (Iran) has the lowest rank. Finally, the average total
market value is estimated at €394 million, with Manchester City (England) commanding

the highest market valuation of €1.003 billion, and Aluminium FC the lowest at €6 million.

5. Results and Findings

Using the model framework described in equation (1) and the variable data presented in
Table 1, the technical efficiency of 44 clubs analyzed in this study has been estimated. !
Given the considerable variation in operational scale among the clubs—ranging from very
large to smaller entities—the assumption of constant returns to scale (CRS) was adopted to
estimate the production function and calculate technical efficiency. This assumption allows
for flexibility in modeling the production process under heterogeneous scales of activity
and reduces the influence of scale size on efficiency scores. Consequently, the efficiency
estimates derived under the CRS assumption provide a more precise measure of the clubs’
technical efficiency, independent of their scale of operations. The estimated technical

efficiency scores obtained from the model are summarized in the following table.

Table 2. Technical efficiency of the clubs studied in the research in 2022

Row Club Efficiency Row Club Efficiency
1 Real Madrid 1 25 Roma 0.26
2 Barcelona 1 26 Napoli 0.42
3 Manchester City 1 27 Lyonnais 0.36
4 Liverpool 1 28 Koln 0.12
5 Paris Saint-Germain 0.77 29 Lille 0.27
6 Manchester United 0.69 30 Hertha 0.13
7 Bayern Munich 1 31 Sassuolo 0.31
8 Chelsea 0.79 32 Lazio 0.24
9 Borussia Dortmund 0.64 33 Real Sociedad 0.45
10 Juventus 0.56 34 Real Betis 0.24
11 Atletico de Madrid 0.67 35 Valencia 0.27

1. In this study, EMS software was utilized to construct the technical efficiency frontier and to identify efficient
and inefficient decision-making units.
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12 Arsenal 0.58 36 Union Berlin 0.15
13 Tottenham Hotspur 0.64 37 Monaco 0.30
14 Inter Milan 0.47 38 Stade de Reims 0.12
15 Leipzig 0.60 39 Nice 0.20
16 West Ham United 0.42 40 Strasbourg 0.10
17 Bayer Leverkusen 0.49 41 Sepahan 0.02
18 Wolfsburg 0.32 42 Gol Gohar Sirjan 0.01
19 Leicester City 0.45 43 Foolad 0.02
20 AC Milan 0.45 44 Esteghlal 0.01
21 Marseille 0.28 45 Persepolis 0.01
22 Fiorentina 0.53 46 Zob Ahan 0.008
23 Sevilla 0.42 47 Aluminium 0.006
24 Villarreal 0.45 48 Paykan 0.01

Source: Research findings.

As shown in the table, five clubs—Real Madrid, Barcelona, Manchester City,
Liverpool, and Bayern Munich—achieved an efficiency score of 1, indicating that they
form the efficiency frontier. Real Madrid and Barcelona are the highest-earning clubs of
2022, holding global rankings of 5 and 9, respectively. Bayern Munich, Manchester City,
and Liverpool also demonstrate strong performance, with global ranks of 1, 2, and 3,
respectively, and substantial revenues relative to other clubs. Moreover, Manchester City
and Liverpool possess the highest total market values among all European clubs. Among
other European clubs, technical efficiency scores range from 0.21 to 0.90, indicating
varying degrees of inefficiency. Chelsea stands out as the most efficient club within this
group, whereas Strasbourg is the least efficient.

In contrast, Iranian clubs display notably low efficiency scores, with pronounced
inefficiencies across the board. Foolad Khuzestan and Sepahan exhibit the lowest
inefficiency among Iranian clubs, approximately 0.97 units, followed closely by Esteghlal
and Persepolis at 0.98. The greatest inefficiency is observed in Zob Ahan and Aluminium,
with scores nearing 0.99 units.

However, considering the cost structures, revenue levels, and international rankings of
Iranian football clubs, the efficiency scores obtained for them do not appear entirely

unreasonable. Given that the primary objective of this study is to assess the growth potential
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of Iran’s football industry, it is possible to estimate the target output for Iranian clubs based

on their current efficiency scores using the following formula:

Actual Output (2)
Efficiency Level

Target Output =

In the context of Data Envelopment Analysis (DEA), the target output represents the
level of output that a club could theoretically achieve if it were operating efficiently, given
its current level of inputs. In other words, the DEA model identifies the maximum
attainable output without increasing input levels, and this output is considered the
benchmark or target. Additionally, output slack in the DEA framework refers to the
shortfall between the actual output and the target output. This shortfall quantifies the
inefficiency associated with each output variable for a given club. The output deficit,
calculated using the above formula, reflects the extent to which each club falls short of its
efficient output level and can serve as a basis for estimating the unrealized potential in the
industry.

Output Slack = Actual Output — Target Output 3)

Based on equations (2) and (3), the target output and corresponding output slack for
each output variable can be calculated for all clubs included in the study. The results of
these calculations for Iranian football clubs are presented in Tables 3, 4, and 5, offering a

detailed assessment of their performance gaps and unrealized output potential.

Table 3. Target Total Revenue of Iranian Football Clubs (Million Euros)

Club Output Actual Output Slack Output Target
Sepahan 11841 461799 473640
Gol Gohar Sirjan 9230 602028.27 611258.27
Foolad 8764 314630.83 323394.8
Esteghlal 6185 377976.49 384161.49
Persepolis 3232 182515.12 185747.12
Zob Ahan 3107 366773.95 369880.95
Aluminium 2735 393641.81 396376.81
Paykan 2610 186520.43 189130.43

Source: Research findings.



Kordbacheh & Maleki: o /KJ,L,S)‘L«,U@, @

Sepahan FC faces a revenue shortfall of €462 million in order to reach the efficiency

frontier. By increasing its total revenue to €473 million, the club could operate at an
efficient level. Gol Gohar FC has the largest revenue gap among Iranian football clubs,
requiring an increase of €602 million to achieve a target revenue of €611 million and attain
efficiency. Foolad Khuzestan FC would become efficient by raising its revenue by €314
million, reaching a total of €323 million. Similarly, Esteghlal and Persepolis FCs exhibit
revenue shortfalls of €378 million and €182 million, respectively. To align with the
efficiency frontier, their revenues would need to increase to €384 million and €185 million.
The revenue deficits and corresponding efficiency benchmarks for Zob Ahan, Aluminium,
and Peykan FCs are also reported in Table 3, all of which indicate substantial gaps between

actual and target performance levels.

Table 4: Target Global Ranking Values for Iranian Football Clubs

Club Output Actual Output Slack Output Target
Sepahan 283 (0.003) -276 (0.137) 7(0.141)
Gol Gohar Sirjan 987 (0.003) -972 (0.066) 15 (0.067)
Foolad 293 (0.001) -285(0.122) 8(0.125)
Esteghlal 130 (0.007) -128 (0.47) 2 (0.477)
Persepolis 74 (0.013 =73 (0.763) 1 (0.776)
Zob Ahan 451 (0.002) -448 (0.261) 3(0.263)
Aluminium 1482 (0.0006) -1472 (0.097) 10 (0.097)
Paykan 826 (0.001) -815 (0.086) 11 (0.087)

Source: Research findings.

An important methodological consideration in applying the Data Envelopment Analysis
model is the treatment of the global ranking variable. To ensure the correct interpretation
within the DEA framework—where higher values represent better performance—the
global rankings of clubs were transformed by taking the reciprocal of each club’s ranking
(i.e., 1/rank). These transformed values were used in the EMS software for analysis.
Accordingly, Table 4 presents the reciprocal values in parentheses for reference. However,
to facilitate clearer interpretation and comparison, Table 4 also displays the actual global
rankings, their target rankings required to reach the efficiency frontier, and the

corresponding ranking gaps under the heading “Output Slack”.
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Iranian football clubs currently hold relatively low positions in the global rankings. To

reach the efficiency frontier, substantial improvements are required. For instance, Gol
Gohar FC, currently ranked 987th globally, would need to improve to a rank of 15.
Aluminium and Peykan FCs, ranked 1482 and 826 respectively, must reach global rankings
of 10 and 11 to be deemed efficient. Similarly, Sepahan and Foolad Khuzestan FCs, with
current global rankings of 283 and 293, need to improve to rankings below 10. Esteghlal,
Persepolis, and Zob Ahan FCs—currently ranked 130, 74, and 451—would need to reach
top 5 positions to operate efficiently according to the DEA model.

Table 5: Target Market Value of Iranian Football Clubs (Million Euros)

Club Output Actual Output Slack Output Target
Sepahan 10025 390975 401000
Gol Gohar Sirjan 9250 603332.7 612582.7
Foolad 17100 613896.31 630996.3
Esteghlal 14675 896815.6 911490.6
Persepolis 13025 735538.2 748563.2
Zob Ahan 6800 802723.8 809523.8
Aluminium 6050 870761.5 876811.5
Paykan 7125 509179.34 516304.3

Source: Research findings.

Estimation of Market Value Shortfalls and Industry-Level Growth Potential in
Iranian Football:
Sepahan Football Club can achieve efficiency by increasing its market value by €391
million, reaching a target of €401 million. Similarly, Gol Gohar and Foolad Khuzestan—
with current market values of €9 million and €17 million—must raise their values to €612
million and €630 million, respectively, to become efficient. Esteghlal and Persepolis
require increases of €896 million and €735 million, achieving target values of €911 million
and €747 million. Other clubs, such as Zob Ahan, Aluminium, and Peykan, also face
substantial gaps in market value to reach the efficiency frontier.

In frontier-based analytical models, inefficiency reflects the unrealized potential for
performance improvement. Assuming uniform access to technology and technical
knowledge across all units, a non-frontier decision-making unit (DMU) is deemed capable

of achieving output levels equivalent to those of efficient peers. Based on this premise, the
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growth and improvement potential of a single organization—or an entire industry—can be

quantified. Accordingly, this study estimates the potential for performance enhancement
across Iranian football clubs, particularly within the context of the Persian Gulf Pro League,
which serves as the country’s premier professional football league.

This league holds central importance in Iran’s football landscape, both in athletic and
economic terms. It attracts substantial media coverage, higher-caliber players, and
significant sponsorships from global sports brands. In line with international studies,
research efforts tend to focus on professional leagues due to their structural and financial
prominence. Moreover, access to reliable data for professional clubs is comparatively better
due to transparency and reporting requirements.

This analysis includes eight clubs from the Persian Gulf Pro League, selected based on
data availability and financial prominence. While the league comprises 16 clubs,
limitations in accessing consistent and complete data restricted the sample to the top-
performing half. Notably, the combined market value of these eight clubs amounts to €83
million, accounting for approximately 60% of the league’s total market value (€137
million, Transfermarkt, 2022)!. Their combined salary expenditures also total €20
million—approximately 70% of the total salary expenses for all 16 clubs (€29 million,
Shahsavari, 2023)*. Taken together, the dataset representing these eight clubs captures an
average of 65% of the Persian Gulf Pro League's financial and operational profile, making
the sample both representative and analytically robust for evaluating industry-level

efficiency and potential.

Estimation of Iran’s Professional Football Industry Potential and Comparative
Benchmarking with Japan:

The potential capacity of Iran’s professional football industry is calculated by determining
the weighted average of optimal outputs. The weights for the data are derived using
Equation 4, as follows:

Weight of each club

Total actual revenue of the club+ Total actual cost of the club

"~ Total actual revenue of the eight clubs studied+Total actual cost of the eight clubs studied

Using the output expansion formula applied to the eight Iranian football clubs under
study, weights were calculated to determine each club’s contribution to the league’s

potential output capacity. The weights were normalized such that their sum equals 1. These

! https://www.transfermarkt.com/persian-gulf-pro-league/startseite/wettbewerb/IRNO
2 https://www .isna.ir/news/1402040301269/

“)
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weights were then used to compute the weighted optimal revenue and market value for
each club. Summing the weighted values provided estimates of the potential output
capacity of Iran’s football industry based on this representative sample.

According to these calculations, the potential total revenue of Iran’s professional
football industry is estimated at €403 million. Given that the eight clubs studied represent
an average of 65% of the Premier League’s financial and operational structure, the total
potential revenue of the league is extrapolated to €621 million. In contrast, the actual
revenue of the eight clubs in 2022 was only €47 million, suggesting that the total revenue
of the entire league was approximately €72 million. This results in a revenue shortfall of
€549 million, highlighting the vast unrealized economic capacity of Iran’s football sector.
A similar gap is observed in terms of market value. According to Transfermarkt (2022)!,
the actual market value of the entire Persian Gulf Pro League was €137 million. However,
based on DEA model projections, the potential market value of just the eight analyzed clubs
should have been €654 million. Scaling this figure to the full league, the total potential
market value is estimated at approximately €1 billion, indicating a gap of €863 million
compared to the actual 2022 value.

With regard to global rankings, the DEA analysis shows that Iranian clubs would need
to significantly enhance their international performance to become efficient. Specifically,
clubs would need to improve their rankings to be among the top 20, or ideally, top 10
globally, to align with the efficiency frontier. To validate these findings, Iran’s football
industry can be compared with that of another Asian country with a similar global standing.
According to FIFA's 2022 ranking, Iran and Japan were ranked 23rd and 24th, respectively
(FIFA, 2024)%, making Japan a relevant benchmark. The J1 League in Japan generated ¥87
billion in 2022, equivalent to €612 million in revenue (Statista, 2022)°, a figure closely
matching Iran’s estimated potential of €621 million. However, Japan’s actual league
market value stood at €316 million (Transfermarkt, 2022)*, significantly lower than Iran’s
estimated €1 billion potential. This discrepancy can be attributed to different
developmental models. Japan’s football ecosystem focuses on talent development and
exporting players rather than accumulating expensive international talent. Many top
Japanese players transfer to European clubs once they reach professional status. Therefore,
despite Japan’s higher efficiency and sporting success, the lower market value of the J1

League is not unexpected and reflects strategic choices rather than inefficiencies.

1 https://www.transfermarkt.com/persian-gulf-pro-league/startseite/wettbewerb/IRNO/plus/?saison_id=2120
2, https://inside.fifa.com/fifa-world-ranking/men?dateld=id03991

3. https://www.statista.com/statistics/000009/japan-jleague-total-revenue-breakdown-by-division/

4, https://www.transfermarkt.com/j0-league/startseite/wettbewerb/JAPO
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5. Conclusions

This study offers a comprehensive evaluation of the technical and economic performance
of Iran’s professional football industry by applying the Data Envelopment Analysis (DEA)
method. The analysis reveals a substantial gap between the current performance of Iranian
football clubs and their potential capacity, particularly in terms of revenue generation,
market value, and international rankings. These inefficiencies underscore the untapped
economic and sporting potential of the industry and point to the urgent need for structural

reforms.

5-1. Key Findings

1. Structural and Financial Challenges: Iran’s football clubs operate under significant
constraints, including underdeveloped infrastructure, the absence of stable broadcasting
revenue, low ticket sales, and weak financial transparency. Combined with high operational
costs and outdated governance models, these factors limit clubs’ ability to generate
sustainable income and improve performance.

2. Significant Output Gaps: The DEA model shows that Iranian clubs are operating far
below their potential. The actual revenue of the top eight clubs in 2022 was just €47 million,
while their estimated potential revenue is €403 million—highlighting a gap of €356
million. Extrapolated to the entire Premier League, the total revenue gap reaches
approximately €549 million. A similar disparity exists in market value, where the league's
actual valuation of €137 million falls significantly short of the €1 billion potential estimated
in this study. These findings align with the Deloitte Football Money League (2025) report!,
which shows that the average revenue of the top 20 European clubs has reached €560
million, with their total revenue exceeding €11.2 billion. In comparison, even the potential
revenue of Iran’s top football clubs—as estimated at €403 million using the DEA method—
is approximately 28% lower than the European average, while their actual revenue covers
only 8% of that amount. This striking gap highlights a profound inefficiency in economic
performance and market utilization. Moreover, the current market value of the Iranian
league stands at only 13.7% of its estimated potential, indicating a severe underutilization
of the country’s football assets and brand.

3. Benchmarking with Japan: A comparison with Japan’s J1 League—an Asian peer with
a similar FIFA ranking—demonstrates that Iran’s potential is not aspirational but

attainable. Despite Japan’s leaner market valuation due to its focus on talent development

! https://www.deloitte.com/uk/en/services/consulting-financial/analysis/deloitte-football-money-league.html
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over high-cost transfers, its revenue generation and overall league efficiency offer a clear

model for Iran to emulate.

4. Opportunities for Growth: The widespread popularity of football in Iran, combined
with the presence of internationally recognized players and the historical strength of clubs
like Persepolis and Esteghlal, provides a strong foundation for growth. The industry’s latent
potential can be unlocked through strategic policy interventions.

5. Policy Recommendations: To address the identified inefficiencies and unlock growth,
the study proposes the establishment of a specialized unit within the Ministry of Sport and
Youth or the Iranian Football Federation. This unit should focus exclusively on the
economic governance of football, promoting financial innovation, introducing modern
regulatory tools, fostering investment, and overseeing club financial operations.
Furthermore, institutional reforms are needed to increase transparency, strengthen

commercial rights, and modernize the league's business model.

5-2. Final Remark

The findings of this study clearly show that Iran's football industry is far from reaching its
productive and economic capacity. With evidence-based policies, better economic
governance, and a reform-oriented institutional approach, Iranian football can move closer

to global standards—both in terms of financial performance and competitive excellence.
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Appendix
Appendix 1. Clubs studied
Row Club Row Club
1 Real Madrid 25 Roma
2 Barcelona 26 Napoli
3 Manchester City 27 Lyonnais
4 Liverpool 28 Koln
5 Paris Saint-Germain 29 Lille
6 Manchester United 30 Hertha
7 Bayern Munich 31 Sassuolo
8 Chelsea 32 Lazio
9 Borussia Dortmund 33 Real Sociedad
10 Juventus 34 Real Betis
11 Atletico de Madrid 35 Valencia
12 Arsenal 36 Union Berlin
13 Tottenham Hotspur 37 Monaco
14 Inter Milan 38 Stade de Reims
15 Leipzig 39 Nice
16 West Ham United 40 Strasbourg
17 Bayer Leverkusen 41 Sepahan
18 Wolfsburg 42 Gol Gohar Sirjan
19 Leicester City 43 Foolad
20 AC Milan 44 Esteghlal
21 Marseille 45 Persepolis
22 Fiorentina 46 Zob Ahan
23 Sevilla 47 Aluminium
24 Villarreal 48 Paykan
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Abstract

Accurate stock market forecasting is a challenging and complex problem for the market analysts
and decision makers. During the past decade’s accuracy of different methods are examined yet
there is no consensus on optimum forecasting method. In this regard, the main objective of
present study is to investigate eligibility of nonlinear time series, such as exponential smoothing
and regime-switching models beside Box-Jenkins scheme in forecasting of stock return time
series. Data set consist of daily observations of Apple and Microsoft corporations as of 2024
to 2025. The Terasvirta-Lin-Granger procedure chaotic behavior of data generating process of
the selected samples being examined. The Self-Exciting Threshold Autoregressive procedure
combined with GARCH component (SETARMA-GARCH) and ARMA model combined with
EGARCH component (ARMA-EGARCH) in order to capture the heterogeneous variance of
financial time series, which yield dynamic hybrid models. Moreover, due to the overwhelming
application of Artificial Intelligence methods in computation, besides the Exponential
Smoothing (ES) approach as a non-parametric method, a recently developed Multilayer
Perceptron Network (MLP) based on Feed-Forward-Back Propagation (FF-BP) algorithm
being developed either. Both of the in-sample and out-sample forecasting are carried out and
performance of models is evaluated using standard error criteria. Finally, the Diebold-Mariano
test is employed in order to determine the significance of forecasting differences among the
models. Findings indicated that the behavior of the return series for the both of the corporations
are chaotic and nonlinear methods are appropriate in modeling. The exponential smoothing
method outperformed the developed SETARMA-GARCH and ARMA-EGARCH procedures
in terms of the majority of error criteria in the both of in-sample and out-sample forecasting.
However, the MLP has outweighed the ES model based on every calculated error criteria. The
estimated S-statistic of Diebold-Mariano test confirmed results of the forecasting in favor of
the MLP method. This finding suggests application of the dynamic nonparametric methods in
modeling and forecasting of the selected time series. Implication of such finding recommends
use of dynamic nonlinear and nonparametric methods in financial series prediction.
Keywords: Stock Return Forecasting, Chaos Testing, Parametric and Nonparametric
Methods, Dynamic Nonlinear Modeling, Al Approach.
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1. Introduction

Last decades were witness of an increasing attention to nonlinear methods of
econometrics and particularly in the field of time series modeling. Nonlinear
forecasting is crucial because many real-world systems, like financial markets,
exhibit complex, non-proportional relationships between variables that linear
models cannot accurately capture. By employing nonlinear forecasting techniques,
the more accurate predictions, better understand underlying dynamics, and more
informed decisions in various fields we can be achieved. Regarding to the
framework of financial time series modeling, there is large number of models,
which are designed base on linear autoregressive procedure; or moving average
approach or in more complete form of autoregressive-moving average (ARMA)
model that initially has introduced by Box & Jenkins (1970). Box-Jenkins method
suggests that the current value of dependent variable can be linearly expressed as a
function of its previous values and residuals; hence called a linear procedure.
Simple linear structure of such models caused their enormous application in the
literature of empirical studies. However, there exist series that cannot be simply
modeled by such linear process and exhibit, in some extend, nonlinear behavior as
cannot be well-fitted by the general ARMA model. Such phenomenon suggests
application of more complex structures like nonlinear methods. In the econometrics
literature, wide range of nonlinear models there exists and selection of the optimum
method or an appropriate form is an important issue. As it is argued by Bradfield
(2007), Brooks (2008) and Wang (2009), selection of each model should not be
only based on time series characteristics under consideration, but also self-
characteristics of the model are required to be noted as well. In this way, model
selection will be relevant to the model’s degree of fitness with the features of time
series is being analyzed. One of the popular nonlinear methods is procedure of
regime switching.

Regime switching models are designed to capture discrete changes in the data
generating process (DGP) of data under consideration. Threshold Autoregressive
models (TAR) are generally referring to the piecewise-linear models or regime
switching models. They addressed to z number of autoregressive components which

one process switches to another one due to a specific amount (named the threshold
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value) of an independent variable. In TAR procedure, regime switching of
dependent variable is due to the threshold value of an explanatory variable. As when
as series cross over the threshold value, the process will shift to another regression
line. Two different scenarios there exist in this sense, namely univariate and
multivariate modeling, concerning to the number of included variables in the
process of modeling. Hence, TAR model is considered as a multivariable model
that is variation of dependent variable relying on the changes of independent
variables. SETAR model is a special case of TAR schemes where regime switching
is based on self-dynamics of the dependent variable; thus, SETAR model is
considered as a univariate procedure. In the other words, unlike the TAR model that
threshold value depends on an exogenous variable, in SETAR model threshold
value is related to the endogenous variable. SETAR model initially is introduced
by Tong (1978) and developed by Tong and Lim (1980) and Tong (1983).
Motivated by study on complex nonlinear discrete systems, Tong developed a
special type of time series models that would be able to regenerate properties of the
original data generating process (DGP) of a sample series. This model hypothesized
different AR process based on different threshold values. Advantages of using
SETAR model are reflected in its abilities of producing several commonly observed
phenomena, such as irreversibility, jumps, and limit cycles, which cannot be
captured by the naive linear models such as ARMA model. In addition, regarding
to the stylized facts of financial time series, volatility clustering is one of the
indispensable features of such series that reveals in existence of a heterogeneous
variance. In order to capture such phenomenon, Engle (1982) introduced
Autoregressive Conditional Heteroscedasticity (ARCH) model by contriving an
autoregressive (AR) form for variance equation. Following to Engle’s innovation,
Bollerslev  (1986) introduced Generalized Autoregressive Conditional
Heteroscedasticity (GARCH) model through introducing additional moving
average component in the conditional variance equation and therefore variance
equation resembling an ARMA structure. Capability of GARCH procedure in
capturing the conditional variance of financial series is proved in the literature of
financial time series and largely has utilized in the empirical studies. Therefore,

although SETARMA models excel at capturing how time series evolve over time,
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including changes in regimes and behaviors, but merging of this model with a

GARCH component can capture the nonlinear of regime changing and shifts from
periods of low volatility to high volatility, which linear models struggle to
represent. Hence, the enhanced SETARMA-GARCH model can provide better
estimates of uncertainty and risk management for different scenarios. Likewise,
Simple linear models such as AR, MA and ARMA assume a fixed and direct impact
from exo-variables to endo-variables, but many systems involve complex
interactions where the impact of one variable changes depending on the state of
others or the level of volatility. For example, the financial markets and stock prices
in particular have periods of high and low volatility behavior; in which, enhancing
the mentioned models by volatility models (such as ARCH and GARCH family
models) seems necessary. Therefore, such combination is implemented in the
present study and EGARCH component is merged to ARMA model to improve the
accuracy of forecasting. The reason of selection of EGARCH model reflected in the
advantage of this method in asymmetric behavior capturing. Meaning that, good
news and bad news with the same magnitude in the financial markets do not have
the same effect on the market. Usually, bad news more amplified the volatility of
the stock markets than the good ones of the dame weight. In comparison with the
previous studies, such hybrid modeling brought relative novelty to the current
study.

Artificial Neural Network (ANN) is a computer simulation model of the human
brain. Neural networks are considered similar as the fundamental functional source
of intelligence that includes perception, cognition, and learning for humans. Similar
to human brain that is a collection of millions natural neurons, an ANN is also made
of'a collection of neurons. A combination of neurons that are related and connected
to each other, construct a network that is known as a neural network. Results of
many studies are in favor of the accuracy of ANN methods in financial markets
forecasting (e.g Khadiri et al., (2025), Gajdosikova & Michulek (2025), Zheng et
al., (2024), Pattanayak & Swetapadma (2024), Audrey et al., (2023), Kurani et al.,

(2023), Hosseinidoust et al., (2016)). However, outcomes of some other studies
have shown the precision of the econometrics models rather than the ANN methods

(i.e Tripathi et al., (2025), Jin & Xu (2025), Zakhidov (2024), Song et al., (2024)).
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Thus, the present study aims to shed more light on this conflict and reexamining
and comparing the accuracy of the mentioned methods rather than each other.

Therefore, in the current study with regard to the importance of stock return
forecasting, especially in the internationally integrated stock market and due to the
inexistence of a global consensus about the eligibility of nonlinear models’
simulation and prediction, a Self-Exciting Threshold Autoregressive Moving-
Average (SETARMA) model is combined with a Generalized Autoregressive
Conditional Heteroscedasticity (GARCH) component to obtain the SETARMA-
GARCH model. In addition, pay attention to the privilege of Exponential
Smoothing (ES) method that is unlike the simple moving average that weights the
past observations equally; exponential smoothing assigns exponentially decreasing
weights over time and the ES method included in the present study as well. In order
to have a comparison benchmark, developed hybrid SETAR-GARCH model and
ES procedure are compared to another hybrid system that is linear ARMA
combined with EGARCH process, which is ARMA-EGARCH model. As
mentioned earlier, these models are compared to ANN method. All of these
methods are employed for Apple and Microsoft corporations’ stock return time
series modeling and prediction in the form of in-sample and out-sample
forecasting. Precision of each model is measured in terms of error criteria such as
Mean Absolute Percentage Error (MAPE), Root Mean Squared Error (RMSE), Bias
Proportion (BP) and Variance Proportion (VP).

The structure of this study is as; first, some of the previous researches are
mentioned in brief. Then, implemented methods and data sets will be introduced.
At the end, conclusion of this research will be represented after detailed discussion

about the empirical findings of the study.

2. Literature Review

Utilization of the nonlinear methods in time series forecasting goes back to the
seminal works in 1980’s that the nonlinear dynamic models became one of the most
popular methodologies in the study of time series. Recently, the comparison
between basic-statistical models and Al models has attracted the attention of

researchers; for instance, Jin & Xu (2025) have investigated the real state sector of
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China stock market using the quarterly national residential property price indices
from 2005 to 2024 by using Gaussian process regressions with a variety of kernels
and basic functions. For the purpose of model training and conducting forecasting
exercises using the estimated models, cross-validation and Bayesian optimizations
based upon the expected improvement per second plus algorithm are implemented.
Findings showed that the constructed Gaussian process regression model
outperformed several alternative machine learning models and econometric
models. Their forecast performance is robust to different out-of-sample evaluation
periods as well. Likewise, the comparison between sentiment models and short- and
long-term memory Al models has also been investigated in some studies; for
example, Tripathi ef al., (2025) addressed the challenges of econometric model and
Al methods by proposing a hybrid model that integrates a Convolutional Long
Short-Term Memory (LSTM) network. Using a two-year dataset of historical stock
prices from HDFC Bank and incorporating sentiment analysis to capture the impact
of market sentiment on price trends. Sentiment Analysis are carried out using major
parameters in a Random Forest model to provide an additional sentiment-based
input to the LSTM model. Results indicate that the LSTM model achieves a lower
RMSE, MAE and MAPE showcasing strong alignment between predicted and
actual prices. Findings representing underscoring the potential of hybrid machine
learning architectures for financial time series forecasting.

Moreover, Zakhidov (2024) explored the pivotal role of economic indicators as
indispensable tools for comprehending market trends and forecasting future
performance. The research elucidated the significance of economic indicators in
guiding strategic decision-making for businesses, investors, and governments alike.
Through empirical analysis and theoretical frameworks, it demonstrated how these
indicators serve as barometers of economic stability, aiding in risk assessment,
trend identification, and the formulation of proactive strategies.

In addition, the comparison of forecasting accuracy between Al models and
Markov switching models has been investigated in various studies. In this regard,
Song & Song (2024) introduced a hybrid Al architecture for simultaneous risk
quantification and return prediction across global equity markets. Analyzing stocks

2018-2023 with 128 financial data in a framework innovatively combined Risk
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Encoding, Attention-based sector risk spillover networks and Temporal Modeling
and Regime-switching detection via hidden Markov models. Outcomes implies that
the hybrid Al model has a significant efficiency in stock market forecasting based
on the low levels of error generated.

Besides, Hosseinidoust et al., (2016) concentrated on the application of
dynamic parametric and non-parametric systems in stock market forecasting of
Tehran stock exchange market. The study focuses on two different methods namely
dynamic-parametric method of ARMA-PGARCH and dynamic-nonparametric
procedure of NARX artificial neural network. Predictions are exerted in the form
of in-sample and out-sample using daily observations of TEPIX from 1997 to 2015.
Forecasting horizon of next five working days has adopted for the out-sample
prediction and eight error criteria are picked out in order to assess accuracy of each
approach. Outcomes of implied higher precision of the dynamic neural network
performance in comparison with the parametric method of ARMA-PGARCH. In
addition, the results are in favor of inexistence of weak-form of informational
efficiency in Tehran stock market.

Calin et al., (2014) discussed a wide range of nonlinear methods of time series
such as multivariate and univariate Threshold models (e.g. TAR, SETAR and
SETARMA) and volatility models (e.g. ARCH, GARCH, GJR-GARCH,
EGARCH etc.) and concluded that the nonlinear models have remarkable
performance in forecasting of the financial time series. The out-sample
predictability of different GARCH models for various horizons is investigated by
Awartani & Corradi (2005) employing daily observations of S&P500 index by
means of different GARCH-family models. Outcomes imply higher accuracy of the
asymmetric GARCH models in comparison against the first generation of ARCH-
family models. Leung et al., (2000) developed various level estimation methods
(i.e. adaptive exponential smoothing, VAR and multivariate neural network) and
classification models (Logit, Probit and Probabilistic neural networks) for
prediction of return and for direction of return of S & P500, FTSE100 and Nikkei
for various periods. Results are generally in favor of the classification models and
lower performance of the level estimation methods. The principal index of Brazilian

stock market is studied by Faria et al, (2004) based on adaptive exponential
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smoothing method and artificial neural network. Findings represented higher

precision of neural network than the adaptive exponential smoothing method.

A glance on the application of regime switching models shows large number of
empirical researches using these models in the exchange markets and
macroeconomic variables. For instance, Engle (1994), Bergman & Hansson (2005),
Ismail & Isa (2006) developed regime switching models for exchange rate and their
findings exhibit higher precision of these models in the both in-sample and out-
sample forecasting. Likewise, De Gooijer & Komar (1992), Potter (1995) and Peel
&ss Speight (1998) developed SETAR models for modeling the GDP of different
countries such as UK and US and their results indicate that switching models
outperformed linear approaches. Moreover, Clements & Smith (1999) investigated
the multi-period forecast performance of a number of empirical SETAR models for
modeling the exchange rates and GNP either and results are in favor of higher
performance of SETAR model than the linear models such as AR and MA.

In the field of stock market forecasting, Chang and Lam (2010) attempted to
capture stock market return asymmetry and investigate the predictability of trading
strategies based on SETAR model for Hong Kong and Singapore stock markets.
Their findings imply efficiency of SETAR model in stock market forecasting.
Furthermore, Terence et al., (2009) compared performance of SETAR procedure
with other models such as autoregressive model and moving average model using
four major indices of China stock markets namely Shanghai and Shenzhen 4 and B
share indices. Findings of this study indicate that the SETAR model has
outperformed AR and MA models based on employed forecasting error criteria.

As can be seen from the research background, despite the existence of numerous
studies in the field of forecasting and nonlinear modeling, very few studies have
resorted to the use of hybrid models and combination of Mean-Equation modeling
with Variance-Equation or volatility models. Thus, in the previous studies,
comparisons between parametric (such as regime switching models) and
nonparametric (such as exponential smoothing models) models have rarely been
paid attention. In addition, comparisons of Al models with hybrid regime switching
models have been very few. Therefore, it seems the present study can be innovative

in these respects.
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3. Methodology and Data

Data set of current study involves daily observations of Apple and Microsoft stock
prices as two famous high-tech companies. Based on monthly “Market Watch”!
reports in Jun 2015, these companies stand among the top active corporations in the
international stock market. Data spans from 7" Aug 2024 to 7™ Aug 2025 that
covers daily observations within a year.

To check the level of integration of time series, two different types of unit root
tests are employed namely Augmented Dickey-Fuller (1979) or ADF in short, and
Zivot-Andrews (1992) unit root test, or ZA. The ADF unit root test is one of the
most popular procedures utilized for finding stationarity of a time series. Results of
this test might be misleading if there exist structural break or level shift at the series
in hand. Therefore, due to the capability of Zivot-Andrews test in capturing
stationarity by taking structural break or level shift into account, this test besides
ADF test is employed in the current study. Afterwards, based on suggested
procedure by Terasvirta et al., (1993) linearity or nonlinearity of time series will be
examined to shed more light on existence of chaos in the selected time series. This
method is neural-network based test and the null hypothesis consists of linearity in
the mean equation. Using Taylor series expansion, this method estimate a test-
statistic based on Chi squared-statistic and F-statistic. Moreover, Recursive Least
Square (RLS) estimation is implemented to achieve threshold value of SETAR-
GARCH model. All the developed models are examined using the popular
diagnostic procedures such as ARCH-heteroscedasticity and Ljung-Box serial
correlation tests. Results of the diagnostic tests are helpful to confirm validation of
developed models. Eventually, the models are employed for the in-sample and out-
sample forecasting. Forecasting horizon of the out-sample forecasting is next five
working days. Accuracy of the developed model is computed based on error
criteria, such as Mean Squared Error (MSE), Mean Absolute Percentage Error
(MAPE), Bias Proportion (BP) and Variance Proportion (VP). Significance of the
obtained differences is examined using the proposed procedure by Diebold-
Mariano (1995). The focus of the current study is on Apple and Microsoft

companies’ stock returns, that are calculated based on the following formula:

! https://www.marketwatch.com
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ARMA model originally is setup by Box & Jenkins (1976) and consists of two
components as autoregressive and moving average and it general structure is shown
in equation (1).

V=04 Bu 43k, (1)
i=1 i=1

Where Y.; indicates autoregressive component with order (¢) and u.; suggests
moving average part of order (p). ARMA model is capable in capturing mean
equation behavior and in present study it will be combined by Exponential-GARCH
method model of volatility. This combination causes that the mean and variance of
financial series being involved in the modeling at the same time. The EGARCH
model developed by Nelson (1991) in which the natural logarithm of the conditional
variance is allowed to vary over times as a function of the lagged error terms rather

than lagged squared one. General form of EGARCH model is presented by equation
2).

/]

log(af) = +iﬁj log(crf_j ) + iai
J=l

i=l

gf—j
O-l—i

£ {g—] @
=1 T,

The exponential nature of the EGARCH ensures that the conditional variance
can never be negative. Likewise, presence of the leverage effects can be stated by
the hypothesis of y, < 0 whereas the impact is asymmetric if y, # 0. Combination
of ARMA and EGARCH models results in geniture a powerful hybrid model that
is qualified to model mean and variance equation simultaneously and potentially
reduce the level of forecasting errors.

SETAR model first proposed by Tong (1987) and its basic idea is to introduce /-

I thresholds rj(j=1,2,...I-1) in the range of a time series and dividing time axis into

[ ranges. It distributes observation sequence {x(t)} into different threshold ranges

according to the value of {x(t—d )} by delay steps (d)and then adopts different

autoregressive models to clarify time series under consideration as a whole. General

structure of SETAR model is represented by equation (3).
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Where the error term is a white noise process and /; is an indicator function

such as:
I = 1if Yer>tl, = 0 if Y < t(d<p)

Where 7 is the threshold value, which separates regimes. A more general

format of SETAR model can represent by a piecewise equation like equation (4).
Mty +. +¢,p L iy , ~<rc
SEY; ,err;(?de 2 llﬁ Iempowgre)g through }:(};nblgmg with Generaliz€d) ARCH

(GARCH) model. This model 1n1t1ated by Bollerslev (1986) proposing joint

estimation of both conditional mean and a conditional variance equation as shown

in equations (5) and (6).

y,=c+ By, +e¢, (5)
q p

ol=a,+ Z B+ Z 700 ©)
i=1 7=l

yr indicates the mean equation with autoregressive form of order one and &}

representing the conditional variance equation. This function states that the variance

(o7) of u at time ¢ depends not only on the squared error term in the periods before,

but also depends on its conditional variance at the previous periods.

In addition, in order to introduce the threshold value to the SETR-GARCH
model, residuals of the recursive least square (RLS) estimation is adopted, in which
the equation is estimated repeatedly using ever larger subsets of the sample data.
Readily, if there are k coefficients to be estimated in the b vector, then the first &
observations are used to form the first estimate of b. Residuals of RLS method are
extracted frl%m_ equatio@xy( 7: X_ib ) :

(142 (X X0) " %)

Where, X; is matrix of repressors at time ¢, y.; represents vector of observations

(SN

(7)

on the dependent variable, b.; stands for estimated coefficient vector and x, b

shows vector of forecasted values. Exponential smoothing (ES) is a simple method
of adaptive forecasting discussed by Bowerman & O’Connell (1979). Its advantage

compared to regression models is that ES method does not utilize fixed coefficients
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and forecasts from this procedure adjust based upon past forecast errors. Two

general form of this approach is introduced as simple ES and Error-Trend-Seasonal

ES or ETS-ES. The single form of ES computes smoothed series X, of x, recursively

by evaluation of equation (8).

Y=ax+(l-a)i, = %=a)(l-a)x_ (8)

Where, 0 < a <1is the smoothing or damping factor. ETS-ES method originated
by Hyndman et al., (2002) and decomposed time series into three components of
trend (T), seasonal (S), and error (E), where the trend term characterizes the long-
term movement of time series, the seasonal term corresponds to a pattern with
known periodicity and the error term is the irregular and unpredictable component

of series. The simplest specification of ETS-ES with exclusion of trend and seasonal

{xt =1 +e,
[ =1 +as,

Where x; represents prediction error equation and /; exhibits the weighted

innovations is as follow:

average of the current value of the variable and its forecasted value. As mentioned
by Hyndman et al., (2008), Holt’s approach of ETS-ES considers a linear trend
method with multiplicative errors. Halt’s approach of ETS-ES can be summarized
as below:

Y, = (l,f1 +b,, )(l +e, )

L=(I_+b_)(1+ae,)

b=b_+p(l_+b_)e,

Where b; shows the growth components of trend, /;is the level component of time
trend and Y; implying the current value of the variable and its forecasted value.

Moreover, present study utilizes the suggested procedure by Diebold & Mariano
(1995) in order to determine whether the computed forecasting errors of the
distinctive models are significantly different. Given two forecasting error time

series e, and e, , a loss function such asd, is defined such that:

d:f(el)_f(ez)
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Where, the ( /) function can adopt two forms of squaring or absolution function.

The developed loss function will be employed in the computation of S-statistic.

Thus, the Diebold-Mariano test statistic can be defined by equation (9).

2 sl
s=[7(a)] () )
Where, V(J ) is the asymptotic variance of the mean of the difference between

the forecasting errors as 17(57 ) ~n [ Vo+2Y yk] and y, is the k™ auto covariance

of loss function. The hypothesis testing of this procedure is defined as follow:

H, :E[f(el)] :E[f(ez)]
H, :E[f(el)] iE[f(ez)]

If the computed S-statistic is negative and significant, the conclusion is that the
first model is significantly dominant and more accurate than the second model.
Diebold and Mariano test follows an asymptotic standard normal distribution.

In the present study a Multilayer Perceptron Network (MLP), which is a subset of
Feed-Forward Networks, with Back-Propagation error correction algorithm (BP) is
employed. This network includes three major layers as the first layer (or input layer)
gathering and transmit them in to the next layer by multiplying them in random
weights. The second layer (or hidden layer) processes the data in the core of neurons
and multiplies them with random weighs before transmitting them to the last layer
(output layer). The third layer is the output layer, which generates the output of the
system. At this point, the feed-forward algorithm has completed its duty. The Back-
Propagation (BP) algorithm compares results of the feed-forward process with the
actual data to compute error of procedure and spreads this error through the network
in the opposite direction that feed-forward does. All the weights that were randomly
assigned at the beginning are refined and revised in such a way that the network
produces the ideal output. The process has repeated several times until the network

reaches the determined level of error criterion. The process is depicted in figure (1).
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Fig. 1: Directions of data spread and error propagation (Munakat, 2008).

4. Empirical Findings
Table 1. Descriptive Statistics
Series Name Mean Max Min Std.dev Skewness Kurtosis Jar((l;lr ?)-bl)Bera
Apple Stock Price 222,14 250.05 172.42 15.98 -0.08 2.59 (é?i)
Apple Stock Return ~ -7.79E-05 0.14 -0.09 0.02 057  15.92 (27 gg)
Microsoft Stock Price  428.22  513.71 354.56 34.43 0.65 3.16 ;080203
Microsoft Stock Return ~ 0.0001  0.09 -0.06 0.01 0.64 11.71 (5%30 )

(Research Findings).

Before interpretation of results of unit root tests, plots of Apple and Microsoft stock
prices and returns are depicted in figure (2) and summary of descriptive statistics
are reported in table (1).

Referring to table (1), Apple stock price is lower than the Microsoft in terms of
Min-Max and on average. However, the risk of Apple stock price that is computing
based on the Std. dev is much lower than the opponent company. The distribution
of Apple stock price is normal basing the Jarque-Bera test but for the Microsoft it
is not. Having a glance to the return series, the average of return on investment on
the Apple stocks is higher than the Microsoft and it has higher risk as well. The

both of the return series are not normally distributed within the selected period.
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Fig. 2: Daily Stock Prices and Returns of Apple & Microsoft Corporations (Research
Findings).

Graphically and with regard to the plotted figures of stock price of the both
mentioned corporations, several upward and downward trends are apparent.
Therefore, it implies inexistence of stationary in the stock price time series.
However, return time series fluctuations are around the origin line implying
stationarity of these series. Graphical interpretations are not sufficient and statistical
tests are required to check the stationary issue. Therefore, stationary tests of
Augmented Dickey-Fuller (ADF) and Zivot-Andrews (ZA) are carried out and their
results are summarized in table (2).

Note that the both tests are executed in two forms, first only by inclusion of
intercept and secondly by inclusion of trend and intercept. Results of ADF test
clearly suggest that price indices are nonstationary. Due to the insignificant
obtained t-statistics, the null hypothesis testing that claims existence of unit root
procedure cannot be rejected; hence, there is unit root problem in the price series
and they are nonstationary. Implementing ADF test on the computed return series
suggests that the return series are stationary referring to the significant obtained t-
statistics. This finding indicates rejection of null hypothesis of this test in favor of
inexistence of unit root phenomenon; therefore, the computed return series are

stationary.
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Table 2: Results of Unit Root Test

Test on the Apple Stock Price Test on the Apple Stock Return
Type of Including Including Trend & Including Including Trend &
Test Intercept Intercept Intercept Intercept
ADF -2.1713 -2.6781 -15.4452%* -15.4441**
ZA -2.8791 -2.9941 -42.5965%** -42.5853%**
Test on the Microsoft Stock Price Test on the Microsoft Stock Return
Including Including Trend & Including Including Trend &
Intercept Intercept Intercept Intercept
ADF -3.2351 -3.3269 -51.8143%** -51.8250%**
ZA -2.9328 -2.0398 -51.8571%** -51.8695%**

Notice: * ** *** denote significant at the 10%, 5% and 1% level respectively
(Research Findings).

Although ADF results offering that the return series is stationary but due to the
sample range and concerning to the recessions and market crash events during
selected sample range, it is not convenience to merely relay on the ADF results and
advanced type of unit root testing is required to carry out. As it mentioned earlier,
Zivot-Andrews unit root test is employed and its results are reported in table (2).
Interestingly, ZA results support findings of ADF test in favor of stationarity of the
return series and non-stationarity of the price indices even at the presence of break
in these time series (break point is highlighted by dash line). Therefore, as the result
of unit root tests, in order to prevent having a spurious regression, the return time
series should be used in the modeling procedure. In the next step, in order to shed
more light on the matter of nonlinearity and existence of chaos in the return of the
Apple and Microsoft stock return time series, test of Terasvirta et al., (1993) is

carried out and its outcomes are tabulated in table (3).

Table 3. Results of Terasvirta-Lin-Granger Chaos Test

Name of Time Series Estimated F-statistic Estimated Chi’-statistic
Apple Stock Price (09 ;573541279 ) (34;2339)
Apple Stock Return (32(7)53 ) (3}52’3)
Microsoft Stock Price (2232 ) (ggégg )
Microsoft Stock Return (gggég ) (g%% )

Note: Reported Values in Parentheses are Estimated Probabilities
(Research Findings).
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Remind that the null hypothesis indicates that the time series is linear and there
is not enough evidence for the presence of chaos. With regard to the estimated “F”
and “Chi-sqr” coefficients and especially referring to the estimated P-values, which
are insignificant at 95% level of significant, the null hypothesis cannot be accepted
and it can be concluded that stock price and their associated return time series have
represented evidence on the existence of nonlinearity or chaos in their data
generating process. This finding advises application of nonlinear models.
Therefore, the return series should be used in the modeling as the results of the unit
root tests and nonlinear types of models should be chosen for the modeling
purposes. Selection of AR and MA orders also ARCH and GARCH components of
ARMA-EGARCH model are based on the parsimony principle, which suggesting
inclusion of lower orders of components that satisfying conventional diagnostic
tests of modeling, such as heteroscedasticity, serial-correlation, normality and etc.
In this regard, suggested ARMA-EGARCH model for Apple corporation is ARMA
(1,1)-EGARCH (1,1,1) company is ARMA(1,1)-
EGARCH(1,1,1). Furthermore, outcomes of executed RLS method for threshold

and for Microsoft

value detection in the both time series is plotted in figure (3).
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Fig. 3: Results of Recursive Least Square Method (Research Findings).

In developing the SETAR model and in order to reduce the degree of model
complexity, similar to other studies (i.e. Ismail & Isa (2006)) an equal number of
lag and delay parameter is adopted for every regime. The controversial problem
dealing with SETAR models is determination of threshold value. In present study,
RLS method is employed to deal with such problem. Based on RLS out comes,
suggested threshold value for Microsoft and Apple stock return is 0.15 and 0.09
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respectively, which results are depicted in figure (3). The established SETAR-
TGARCH model upon the extracted threshold values are SETARMA (1,2)-
GARCH(1,1) and SETARMA(2,2)-GARCH(1,1) for Apple and Microsoft stock
return relatively. In order to check whether the developed ARMA-EGARCH and

SETAR-GARCH models are statistically significant, diagnostic tests such as
Ljung-Box serial-correlation and the ARCH-heteroscedasticity test are
implemented and their results are summarized in table (4). Referring to the
estimated Q-statistic of Ljung-Box test that is insignificant, it can be concluded that
there is no serial-correlation problem in the developed models. The conclusion is
same for the ARCH-heteroscedasticity test and estimated coefficients for F-statistic
and Chi’-statistic are insignificant, implying that there is no heteroscedasticity
problem in the constructed models. Therefore, results of the diagnostic tests confirm
that the developed ARMA-EGARCH and SETARMA-GARCH models are
statistically valid and can be employed for forecasting purposes. Regarding to the
speed of transactions in the stock market, short horizon forecasting is more
interesting than long horizon especially for private investors. Therefore, selected

forecasting horizon at current study is next five working days or next week.

Table 4. Results of Diagnostic Tests

Ljung-Box Serial-Correlation Q-statistic

Period 1 4 8 12 16 20
04802 7.7983 9.2436 15.4101 15.6940 16.3742
ARMA-EGARCH of Apple Co. ) 0,15) 1)0093) (0.3228) (0.2204) (0.7472) (0.6935)
02598 7.0192 9.8292 14.7282 16.3041 24.6610
(0.6103) (0.1357) (0.2771) (0.2572) (0.4325) (0.2158)
. 0.3459 2.8755 5.8679 12.7249 18.2217 24.9422
ARMA-EGARCH of Microsoft Co. 1y 05, ) 1647) (0.4384) (0.3872) (0.6764) (0.7461)
0.9457 7.5344 17.1920 25.5269 38.6218 53.7225
" (0.0824) (0.1664) (0.2487) (0.3116) (0.4233) (0.5128)

ARCH-Heteroscedasticity Test

SETARMA-GARCH of Apple Co.

SETARMA-GARCH of Microsoft Co

F-statistic Chi2-statistic
ARMA-EGARCH of Apple Co. ((0)8222 ) (322(252 )
SETARMA-GARCH of Apple Co. (gggg 17 ) (gggg 17 )
ARMA-EGARCH of Microsoft Co. ((g '5065882 ) (0(?5065872 )
SETARMA-GARCH of Microsoft Co. (22223 ) (3222 )

Note: Reported Values in Parentheses Are Estimated Probabilities
(Research Findings).
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The specification of the developed ANN has reported in table (5). Five layer has
considered for this network and MSE error criterion has employed in order to set
the neurons weights. The gradient of error function will be reduced using
Levenberg-Marquardt algorithm and the nonlinear activation function of Tangent-
Sigmoid has assigned to the core of hidden layers every cell cores. Outcomes of

simulations are depicted in figure (4).

Table 5: The FF-BP network specifications

Error Activation Applied Training
Layers Function Functions L9 Topology Algorithm Goal
5 MSE Tangent- 100 [1-15-30-15-1] LM le-10
Sigmoid

(Research Findings).

The first row of figure (4) consist of the network behavior before train, in which
the neurons weights are randomly selected by the algorithm. The second row
represents the behavior of the ANN after training and updating the stochastic initial
weights. It can be observed that the network simulation process successfully
captured the Data Generation Process (DGP) of the return series of the both
companies. Networks error are figured in the third row, which due to the low values
of the calculated errors, the accuracy of the developed networks in the simulation
process can be comprehended. Results of in-sample prediction are tabulated at the
following table. Comparison in-sample prediction of the developed models for
Apple Corporation stock return time series based on MAPE criterion shows that the
Exponential Smoothing (ES) method provided lower value than ARMA-EGARCH
model and the regime-switching procedure. This finding implies higher accuracy
of ES scheme than the other parametric methods of study.

Similarly, such outcome is again repeated based on bias proportion
measurement and ES system exhibiting higher level of accuracy. In addition, the
variance proportion criterion also indicates that the variation of simulated series by
ES model is closer to the variation of the real return time series and the ARMA-
EGARCH either SETAR-GARCH method generated higher levels of variation.
Therefore, regardless of the RMSE criterion that endorsed the SETAR-GARCH

model, the majority of error criteria explicitly recommended the exponential
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smoothing model as the successful method of capturing the data generating process

of the stock return series of Apple Corporation. Moreover, comparison between
ARMA-EGARCH and SETAR-GARCH model representing higher level of
precision of the regime switching model that it can caused by nonlinear structure of

the men equation of SETAR approach.
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Fig. 4: Results of Artificial Neural Network Simulation (Research Findings).

Findings about the Apple Corporation are repeated once more based on stock
return of Microsoft Corporation, which in terms of all the prediction error criteria,
the method of exponential smoothing exhibited higher level of accuracy compared
to the other procedures. Nevertheless, comparison between the ES procedure and
ANN approach reveals the outstanding performance of Al method. The developed
FF-BF model represented the lower level of error in term of the all calculated
criteria. Therefore, for the in-sample prediction, ANN model has outperformed the
other methods of the current study. For the out of sample forecasting, the selected
forecasting horizon is the next five working days. The reason for this short
forecasting-horizon selection is reflected in the nature of the stock market, which is
associated with the high speed of transactions and participants in this market are
more concern about the short-horizon price and return fluctuations. Results of the

out-sample forecasting are depicted in figure (5). Usually models that are successful
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in capturing the DGP of a time series are expected to provide more accurate out-

sample forecasting too.

Table 6: Results of In-Sample Prediction

Model RMSE MAPE BP VP

ARMA-EGARCH of Apple Co. 0.0395 103.6648  0.0006 0.7319
SETARMA'GC‘?’{CH of Apple 0.0366 99.8985  0.0001 0.7586
ETS-ES of Apple Co. 0.0376 64.8313  4.6E-07 6.5E-06
MLP 0.0001 13629  LO2E-11  1.05E-13
ARMA'EGARC? of Microsoft 0.0311 98.0141 0.0002 0.9165
SETARMA'GAC%SH of Microsoft 0.0281 97.4215 0.0008 0.8813
ETS-ES of Microsoft Co. 0.0385 748522 2.5E-06  4.4E-05
MLP 0.0018 14.259 1.34E-11 1.11E-13

Note: oE-a is Equal to 6x10
(Research Findings).

As it is apparent from figure (5), the Al method has generated more close values
to the real stock return time series of the both samples and vacillations are in line
with the fluctuations of the real return series even compared to the exponential
smoothing method. In contrast, the ARMA-EGARCH and SETAR-GARCH model
have presented a linear out-sample forecasted values. Graphical comparison gives
some insight about the accuracy of each model but is not sufficient, therefore error
criteria were again computed and results are tabulated in table (7). The computed
value of RMSE criterion of Apple Company for the ES model is lower than the
regime switching and ARMA-EGARCH model, which implies that the accuracy of
the exponential smoothing method compared to other two parametric methods are
higher. Likewise, the calculated mean absolute percentage error criterion (MAPE)
for the ES procedure is lower than the other two parametric models, which supports
the result of the RMSE criterion about the precision of ES procedure. Likewise, the
estimated bias proportion of the ES model is higher that is consist with the findings
of the two previous criteria. Similarly, the results of variance proportion represent
lower values for the exponential smoothing system in comparison with the ARMA-

EGARCH and SETAR-GARCH model and implies that the mean and variance of
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forecasted values by the ES system are closer to the mean and variance of the real
stock return series. Yet again, when the results of the MLP is included in
comparisons, the results are in favor of this procedure and accuracy of MLP once

more is proved than the ES procedure so the other rival methods.
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Fig. S: Out-Sample Forecasting of Research Models (Research Findings).

Therefore, in the out-sample forecasting and based on all the computed error
criteria, the MLP method has outperformed the Exponential Smoothing, ARMA-
EGARCH and SETARMA-GARCH models in forecasting the Apple stock return
series. This conclusion has reiterated by taking the Microsoft stock return
forecasting into account. Meaning that, the MLP method has represented higher
precision than the other methods of the present study. Furthermore, due to the
nonlinear structure of SETAR-GARCH model, this method has outperformed the
ARMA-EGARCH model based on the majority of error measurements in the both
of selected time series. Findings of the current study are in line with outcomes of
other researches such as Khadiri et al., (2025), Gajdosikova & Michulek (2025),
Zheng et al., (2024), Pattanayak & Swetapadma (2024), Audrey et al., (2023),
Kurani et al., (2023), Hosseinidoust et al., (2016).

A breakdown of why ANNs can be more accurate than the econometric models
based on the previous studies are as follow. First, the econometric models often
assume linear relationships between variables. However, real-world data,
particularly financial data, frequently exhibits complex, non-linear patterns that
ANN s are designed to model effectively, Sameti ez al., (2011). Second, ANNs can
learn and adapt to relationships in data without explicit assumptions about the

functional form or the underlying data-generating process. This contrasts with
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traditional econometric methods, which rely on specific theoretical or functional

forms that might not accurately represent complex real-world phenomena,
Norouzian et al., (2021). Third, trained neural networks act as experts in the data
they have processed, enabling them to generalize information and learn complex
mappings between inputs and outputs from examples, leading to improved
predictive power, Madanchi Zaj et al., (2023). Fourth, in time-series data, such as
stock market indices, ANNs can better approximate long-range dependencies,
which are crucial for accurate forecasting but often difficult for traditional models
to capture, Xang et al, (2018). Fifth, ANNs offer greater flexibility in modeling
complex phenomena, such as volatility and asymmetry, which are common in
financial markets and can lead to improved accuracy in volatility forecasts and risk
management, Sahiner ef al., (2023). Sixth, ANNs learn directly from data, adjusting
their internal parameters through a process of training to minimize errors and
optimize their ability to predict future outcomes based on observed patterns, Ghiasi

et al., (2005).

Table 7. Results of Out-Sample Forecasting

Model RMSE MAPE BP VP
ARMA-EGARCH of Apple Co. 0.0063 873674  0.4244 0.5672
SETARMA-GARCH of Apple Co. 0.0057 853088  0.2855 0.6789
ETS-ES of Apple Co. 0.0020 71.6879  0.0303 0.0096
MLP 0.0001 245891  0.0015 0.0004
ARMA'EGARC? of Microsoft 0.0076 110.8361 02364 0.7608
SETARMA'GA(};(_:H of Microsoft 0.0069 92.2591 0.1578 0.7898
ETS-ES of Microsoft Co. 0.0013 702996 0.0551 0.0053
MLP 0.0002 29.5721 0.0019 0.0008

(Research Findings).

Lastly, in order to confirm that the suggested MLP method is truly more accurate
than the ES model and the computed difference between the MLP procedure and
the ES scheme are statistically significant, the Diebold and Mariano S-statistic is
estimated. This test is based on the Squared Error (SE) loss function and for both

of the in-sample and out-samples forecasting is computed. Results of this test are
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reported in table (8). Recall that a negative and significant value of the S-statistic
implying that the first model is dominant and more accurate than the second model.
Paying attention to the calculated forecasting error criteria and higher performance
of MLP method compared to the ES procedure and higher performance of MLP
than the ES, Diebold-Mariano test is established based on MLP and ES procedure

as the first and second model.

Table 8: Results Diebold-Mariano Test

Second Model

First Model Exponential Smoothing

S-statistic for In-Sample Prediction

-3.2381
(0.0287)

S-statistic for Out-Sample Prediction

-2.0929
(0.04601)

MLP

MLP

Note: Reported Values in Parentheses are Estimated Probabilities
(Research Findings).

The computed S-statistic that is estimated based on errors of MLP procedure and
ES model is negative and significant in the both in-sample and out-sample
forecasting indicating that the developed Artificial Intelligence methods of MLP in
the current study is significantly more accurate than the Exponential Smoothing
model. In other words, the ability of MLP in determining and capturing the data
generating process of the both return series is significantly higher than the other

models.

5. Conclusion

Accurate stock market forecasting still has remained as a challenging and complex
problem for the market analysts as well as the authorities and decision makers. Main
objective of present research is to investigate the eligibility of nonlinear parametric
and nonparametric models such as ARMA-EGARCH, SETARMA-GARCH,
Exponential Smoothing and Multi-Layer Perceptron neural network as an Artificial
Intelligence (AI) method. Data set consist of Apple and Microsoft daily stock return
observations spanning from Aug 2024 to Auf 2025. Augmented Dickey-Fuller
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(ADF) and Zivot-Andrews (ZA) stationary tests are employed to find the level of
integration in the time series. Moreover, through the method of Terasvirta-Lin-
Granger the nonlinearity of the data generating process is investigated to shed more
light on chaotic behavior of the selected stock return series. The Self-Exciting
Threshold Autoregressive Moving-Average (SETARMA) model is combined with
GARCH-component that yields SETAR-GARCH and ARMA model combined
with Exponential-GARCH model (ARMA-EGARCH) in order to capture the
heterogeneous variance, which is a typical characteristic of the financial time series.
All methods are checked using the relevant diagnostic tests such as normality, serial
correlation and heteroscedasticity. Furthermore, both of in-sample and out-sample
forecasting are carried out and the models performance is evaluated using the
popular forecasting error criteria such as RMSE, MAPE, Bias Proportion and
Variance Proportion. In addition, to determine significance of the observed
difference between models the Diebold and Mariano test is employed to confirm
selection of the best method. Findings indicate that the developed neural network
(MLP) is outperformed the other methods for both of in-sample and out-sample
forecasting in terms of majority of the calculated error criteria. Moreover,
outstanding performance of the SETARMA-GARCH model has observed in
comparison with the ARMA-EGARCH model. The computed S-statistic of
Diebold-Mariano test confirmed results of the forecasting in favor of significant
accurate performance of MLP method than the ES method. Findings of current
study suggest application of dynamic nonlinear-nonparametric methods in
modeling of stock return time series. The primary policy implication of Artificial
Neural Network (ANN) models outperforming econometric models in forecasting
is the potential for more informed and proactive policy-making by governments and
businesses. This improved accuracy can lead to better decision-making, such as
implementing timely economic interventions, managing resource allocation more
effectively, and developing more robust risk management strategies in both public
and private sectors. ANNSs' ability to capture non-linear relationships in data, which
econometric models often struggle with, allows for a deeper understanding of
complex economic systems, supporting more effective responses to economic

challenges.
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Abstract

Total factor productivity (TFP) is a pivotal determinant of sustained economic growth,
serving as a measure of how efficiently inputs are transformed into output. Elevating TFP
is not just a technical goal but a strategic necessity for nations aiming to achieve enduring
prosperity and bolster their global competitiveness. This study analyzes the influence of
key factors—including domestic R&D accumulation, R&D spillovers via imports, human
capital, property rights, and economic freedom—on TFP in selected developing countries
between 2011 to 2022. The findings indicate that while domestic R&D accumulation alone
yields a positive but statistically insignificant effect on TFP, other variables such as R&D
spillovers, property rights, and economic freedom have significant and positive impacts.
Importantly, the interplay between strong property rights and domestic R&D acts as a
potent driver of productivity gains. These insights suggest that policymakers should not
only support innovation and research efforts but also cultivate institutional environments
that protect property rights and promote economic liberalization. Such a holistic approach
is essential for maximizing productivity, fostering sustainable development, and enhancing
a nation’s position on the world stage. By understanding and leveraging these mechanisms,
developing countries can unlock greater economic potential and chart a path toward long-
term growth.
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1. Introduction
Total factor productivity (TFP) is widely recognized as the main driver of long-term

economic growth, and it measures how efficiently economies convert inputs such as capital
and lab our into outputs. In addition to reflecting technological progress, the TFP represents
an improvement in the quality of the institution, its innovation capacity and its efficiency
in allocating resources (Gollin, 2002; Hall & Jones, 1999). Strengthening the TFP is not
only essential for sustainable economic development, but also crucial to improving
international competitiveness and social well-being, especially in developing countries
where input-led growth models are increasingly constrained by resource constraints and
diminishing returns (Aghion et al., 2019; Syverson, 2011).

Despite its importance, TFP growth has remained slow in many developing economies,
prompting renewed academic and political interest in identifying key determinants of total
factor productivity. A growing body of literature points to the central role of knowledge
factors - such as domestic accumulation of R&D, external R&D spillovers via trade and
investment, and human capital - as the key drivers of productivity growth (Griliches, 1992;
Coe and Helpman, 1995; Kumar and Siddhartha, 2015). In addition to these technological
drivers, institutional factors - including protection of property rights and economic freedom
- are increasingly being highlighted as key enablers that shape incentives for innovation,
reduce transaction costs and support efficient market functioning (Acemoglu and
Robinson, 2012; Gwartney et al., 2023). Recent empirical studies further confirm that the
interaction between technological skills and institutional quality have a significant impact
on productivity performance in different countries (Habib ef al., 2019; Pegkas et al., 2020;
Markowska-Przybyla, 2020).

However, although these variables have been studied separately or in combination, there
is still a significant gap in the literature as to their combined and interactive effects on TPD,
especially in the context of emerging economies undergoing structural change. Most
existing studies focus either on technological determinants (e.g. Li ef al., 2024; Pan et al.,
2022) or institutional frameworks (e.g. Zourki and Taherinia, 1403), but rarely integrate
both dimensions in a single analytical framework. Moreover, few studies systematically
assess how institutional enablers such as economic freedom and property rights dampen
the effectiveness of knowledge inputs such as research and development and human capital
in increasing productivity (Norouzi et al., 1,400; Shahabadi, 2003).

This study addresses this critical research gap by providing a comprehensive analysis
of the combined and conditional effects of domestic accumulation of R&D, import-led
R&D spillovers, human capital, property rights and economic freedom on total factor

productivity in a panel of developing countries from 2011 to 2022. By modelling both



technological and institutional determinants simultaneously and exploring the potential

interactions, this research provides a more nuanced understanding of the mechanism for
productivity gains. The findings not only contribute to theoretical discussions about the
institutional and technological links in the process of growth, but also provide practical
insights for policy makers in designing integrated strategies that combine innovation
policies with institutional reforms to accelerate productivity growth and economic
convergence.

It should be noted that a number of studies have examined determinants of total factor
productivity (TFP), focusing on variables such as digitization and smart manufacturing,
technological and innovation spillovers, FDI and trade openness, human capital and
migration, financial development, energy resources, governance and institutional quality.

No comprehensive study has been found to assess at the same time the impact of key
knowledge variables such as domestic R&D accumulation, R&D spillovers and human
capital, together with the contribution of enabling institutional factors such as economic
freedom and property rights, on total factor productivity (TFP).

Figure 1, in the form of a graph, clearly illustrates the innovative aspect of this study

compared with other studies carried out on total factor productivity.

Research conducted
Digitalization and smart
production

. R&d, technology spillover and
innovation

/~FDI and Trade Openness

Human capital, education and
brain drain

Financial factors and financial
development

Qil, energy and energy
consumption

/ Environmental factors and
renewable energies
Research innovation

The most important innovative aspect of this research is the inclusion of the
property rights variable, as well as the interactive effect of property rights and
domestic research and development, in the equation of the determinants of
total factor productivity.

R&D accumulation
Property rights

The present study has measured The interactive effect of property
the effect of the above variables rights and domestic R&D
together on total factor productivity. ' R&D spillovers

Human capital

Economic Freedom

Innovation of the present research

Fig. 1: The innovative aspect of the present study compared to other research

conducted in the field of total factor productivity.
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The structure of the article is as follows: the second section presents the theoretical basis

and explains the mechanism by which explanatory variables influence dependent variables.
Part three presents the research background, part four presents statistical evidence, part five
presents the research model and methodology, part six assesses the model and analyses the

results, and part seven summarizes and presents policy recommendations.

2. Theoretical foundations

Before Solow's growth theory was developed in the 1960s, economists largely attributed
economic growth to traditional factors of production, such as labor, physical capital, and
land. But Robert Solow (1960) showed that a large part of economic growth can be
explained by residual factors--that is, factors other than labor and physical capital. In his
model, Solow treated total factor productivity (TFP) as a time-dependent variable and
assumed that it was an exogenous variable.

Subsequent economists, in particular Paul Romer and others, have challenged this view
by identifying the specific determinants of the TFP. Contemporary theories of growth stress
the critical role of the knowledge components in driving productivity. Factors such as
domestic accumulation of R&D, international knowledge and technology spillovers and
human capital are now seen as integral components of modern productive functions.

Moreover, institutional variables such as economic freedom and property rights are key
enablers for productive activity. These factors influence TFP both directly - by shaping
incentives and allocation of resources - and indirectly - by increasing the absorptive
capacity of economies and stimulating innovation.

Domestic R&D accumulation is closely linked to overall factor productivity growth
(TFP). Research and development activities drive technological progress, improving the
efficiency and output of manufacturing processes. These activities stimulate innovation and
lead to the creation of advanced machines and equipment, helping to accelerate and
optimize production, reduce transaction costs and ultimately contribute to the increase of
the TPD. In addition, research and development enhance knowledge spillovers, which play
an essential role in increasing productivity. Innovations developed through R&D can be
taken up and used by other companies and sectors, thus spreading their positive effects to
the wider economy (Herzer, 2022).

However, under certain conditions domestic R&D can have a negative impact on TFP.
For example, overinvestment in applied research to the detriment of basic research may
impede long-term productivity gains. The potential for breakthrough innovations to drive

sustainable growth in TFP may be limited by a disproportionate focus on short-term,
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incremental improvements (Axquitt & Oates, 2021). This risk is particularly acute when

R&D is carried out only under government mandates and is not linked to market
mechanisms. Conversely, R&D initiatives that respond to societal needs and market
demand - whether led by the public or private sector - are more likely to produce positive
productivity outcomes.

Moreover, the omission of complementary investment may undermine the effectiveness
of research and development. Without sufficient investment in areas such as training of
workers, management practices and infrastructure, research and development alone may
not translate into productivity gains (Graman et al., 2005).

Another challenge arises from knowledge spillovers to competitors. If domestic
innovations are easily replicated by foreign firms-due to weak intellectual property
enforcement or high labor mobility-the originating country may not fully capture the
productivity benefits (Jaffee & Lerner, 2011).

In summary, while domestic R&D has the potential to significantly improve TFP, its
efficiency depends on strategic planning, on responding to market and societal needs, and
on having the right complementarities in place. Misguided R&D policies or misdirected
investment may not only fail to improve productivity, but can also have negative
consequences.

Property rights are an important factor in creating a competitive environment in the field
of economic activities that allows a large number of people and economic activists to
operate. In today's world, there are two types of order. On one side, there are societies with
a limited access order, in which some people, under the guise of sovereignty or connected
to sovereignty, create rent by creating a monopoly and limiting the entry of others into the
field of management of political and economic systems. On the other side, there is an open
access order that paves the way for individuals to enter the field of free economic and
political competition. In such systems, free competition determines the level of access of
individuals to the resources of the society. Therefore, governments that seek to establish an
open access order pay more special attention to one of the most fundamental components
of this structure, which is property rights. Because property rights play a key role in the
formation of a healthy and sustainable competitive environment. Because property rights
prevent fraud and, on the other hand, ensure the rule of law in society (North ez al., 2009).
It is noteworthy that in both types of governments with open access and limited access,
property rights are relatively respected, but the difference between the two types of
governance is that in the open access type, property rights belong to the majority of the

people in the society, but in the limited access type, property rights are respected only by a
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certain number of people in the society. In a society where free and equal access is

provided, people are more motivated and enthusiastic to develop their latent talents. Such
an environment encourages them to spend their energy on increasing their knowledge and
skills instead of relying on special privileges and rent-seeking. As a result, society will
witness the formation of a capable and specialized force that plays an important role in
promoting productivity and the prosperity of production. However, in contrast,
governments that restrict access to resources and opportunities reduce the motivation of
individuals to actively participate in the economic and political arenas and pave the way
for increased rent-seeking. These restrictions not only reduce healthy competition, but also
contribute to resource scarcity. Because, as mentioned, the lack of open access prevents the
development of talents, the growth of technology, and the advancement of research and
development. Since the increase in production productivity depends on the creation of
acquired advantages in the economy, limited access will directly disrupt the growth of
productivity by creating a shortage of resources. Regarding the impact of property rights
on the growth of productivity of all factors of production, it is necessary to pay attention to
all aspects of property rights in a balanced manner. If a government pays more attention to
one type of intellectual property rights or physical property rights than necessary and
neglects the other, productivity growth will be slower. Especially in today's technology-
hungry world, it is necessary to pay special attention to intellectual property rights.
Property rights play an important role in enhancing total factor productivity growth by
creating an environment for innovation, investment, and efficient allocation of resources.
Very high of property rights, especially intellectual property rights (IPRs), encourage
individuals and organizations to invest in research and development. Because by ensuring
that innovators can benefit from their creativity and inventions, property rights reduce the
risk of imitation and promote technological advances (Habib e al., 2019). Intellectual
property rights provide protection for innovations and inventions. Of course, it is important
to note that property rights should be respected by both the innovator and the user of the
innovation in order to maximize its positive impact on the productivity of factors of
production. Also, when property rights are well defined and enforced, meaning that there
is open and maximum access in society, resources are allocated to their most productive
uses and the efficient allocation of resources is effectively promoted (Habib et al., 2019).
Property rights create a fertile environment for economic activities, as property rights create
a framework in which businesses can operate without fear of expropriation or unfair
competition. This environment supports economic growth and the development of high-

quality companies (Zhu and Sun, 2023).
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The interactive effect of property rights and domestic R&D: Strong protection of
property rights and expansion of R&D activities are both important drivers of productivity
growth, but their interaction can strengthen or moderate their individual effects. Since the
relationship between property rights and domestic R&D is a complementary relationship,
the consensus of these two variables will lead to the formation of a positive interaction
between these two variables, which will be beneficial for the growth of factor productivity.
Also, the existence of a high score in patent rights increases the productivity gains from
R&D, especially in technology-based sectors (Park and Ginart, 1997). On the other hand,
if a positive interaction between property rights and domestic R&D does not form, its effect
on total factor productivity growth will be weakened. For example, in weak institutional
environments where property rights are weakly and ineffectively enforced, R&D may not
lead to TFP growth because it reduces the incentive to engage in R&D (Ajmoglu et al.,
2006). Notably, the productivity benefits of R&D are significantly higher in countries with
strong legal systems that protect intellectual and physical property (Falvey et al., 2006).
Conversely, in countries with weak and limited property rights, R&D may lead to rent-
seeking rather than innovation, reducing its productivity impact (Murphy et al., 1993).
Thus, the way in which property rights and domestic R&D interact will be influential in
their impact on TFP growth.

R&D spillovers: Countries indirectly gain access to the R&D achievements of their
trading partners by importing goods and services—especially intermediate and capital
goods—from their trading partners. This process operates through two main pathways:
first, through learning and imitation of new technologies, which allows for the localization
and improvement of domestic production processes; and second, through the use of higher-
quality inputs (such as advanced machinery and raw materials) that increase production
efficiency (Coe et al., 2009). The higher the share of imports in a country’s GDP (the higher
the economy’s sophistication), the greater its exposure to global advanced technologies
and, consequently, the greater its absorption of foreign R&D benefits. R&D activities
produce knowledge that can be shared and used by other firms and industries. These
knowledge spillovers contribute to the growth of TFP by enabling firms to adopt best
practices, improve processes, and innovate (Spittoven and Merloyd, 2023). In addition, the
import of high-tech goods acts as a vital conduit for knowledge transfer and contributes to
the growth of total factor productivity (TFP) (Blitz and Molders, 2013). If the results of
foreign R&D spillovers enter a country in a way that is not in line with the needs of that
country, it can lead to misallocation of resources in a direction that is not beneficial to the

country's economy and thus cause a waste of resources, which in turn will have a negative
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impact on the growth of total factor productivity. Of course, R&D spillovers do not

inherently have a negative impact on the productivity of production factors in the economy
of countries, but if the import of technology is not in line with the economic structure of
the importing country (i.e., it is not in line with its needs for user-, capital-, or knowledge-
intensive technology), it cannot be expected that this type of R&D will lead to an increase
in total factor productivity. Planning and directing R&D spillovers in the country should
be in a way that complements domestic R&D and, on the other hand, is in line with the
needs of the importing country's industry and economy in order to improve total factor
productivity.

Human capital increases the ability of workers to innovate and adopt new technologies,
which in turn strengthens TFP (Kijak, 2020). Human capital can complement research and
development activities and lead to innovation in equipment and production processes,
which will have a positive effect on the growth of total factor productivity. Of course,
human capital can also have different effects on productivity depending on the type of
economic structure of countries. In developed economies, where the capacity of human
capital is used in a desirable and targeted manner, it will have significant effects on the
growth of factor productivity and, consequently, economic growth. However, in
developing economies, due to the lack of appropriate space for the demand for human
capital by the government or enterprises, human capital not only does not increase the
productivity of production factors, but also reduces the productivity of factors in other
sectors of the economy due to the high costs incurred for the growth of this factor in the
country and the lack of its application in the economy to generate wealth and income.
Therefore, although human capital is effective in productivity growth, the role of the quality
of governance and scientific management at the level of macro policy-making and
economic development of countries is very decisive in maximizing the impact of human
capital on the productivity of production factors.

Economic Freedom: According to the definition of the Heritage Foundation (2025),
economic freedom is a fundamental right of every individual to control his or her own work
and property. In an economically free society, individuals are free to engage in various
activities, including work, production, consumption, and investment, without restriction.
In such societies, governments facilitate the free movement of labor, capital, and goods,
and avoid unnecessary restrictions that might infringe on economic freedoms. Their goal
is to protect economic freedom without overly restricting it.

Economic freedom affects factor productivity growth through the allocation of

resources and the creation of innovation and entrepreneurship. Economic freedom allows



E M Applied Economics Studies, Iran (AESI)

for a more efficient allocation of resources, which increases productivity. When businesses

operate in an environment with less burdensome regulations and less disincentive taxes,
they can allocate resources more efficiently, leading to higher TFP. Economic freedom also
fosters innovation and entrepreneurship, which are key drivers of TFP. A favorable
business environment encourages firms to invest in new technologies and innovative
practices, which lead to increased factor productivity (Bjornskov et al., 2010). Economic
freedom also affects total factor productivity growth through the channel of institutional
quality. High levels of economic freedom are often associated with strong institutions that
protect property rights and enforce contracts properly. These institutions create a stable
environment for businesses to operate, reduce uncertainty, and promote long-term
investments in productivity-enhancing activities (Borowicz et al., 2020). While economic
freedom is generally associated with positive economic outcomes, it can sometimes have a
negative impact on total factor productivity (TFP) growth under certain circumstances. One
of the issues that can lead to the negative effect of economic freedom on total factor
productivity is weak institutional frameworks, which are mainly observed in developing
countries. In countries with weak institutions, increased economic freedom may lead to
regulatory capture or corruption. This can distort resource allocation and reduce
productivity growth (Erdem and Toksu, 2012). In fact, it is noted that to benefit from the
positive effects of economic freedom on productivity growth, countries should apply it in
proportion to their level of development and institutional quality. In this case, they will be
able to gain new comparative advantages. In this situation, the growth of total factor
productivity in countries will reduce the gap between developed and developing countries
in this regard. This is the goal that economic freedom pursues in order to increase total
factor productivity. Otherwise, what is expected from the impact of this variable on total

factor productivity will not happen.

3. Research Background

The existing literature on total factor productivity (TFP) offers a comprehensive and multi-
dimensional understanding of the drivers influencing productivity growth across different
economic contexts. A significant body of research emphasizes the transformative role of
digitalization and smart manufacturing in enhancing TFP. For instance, Liu and Zhuo
(2025), Li et al., (2024), and Cheng et al., (2023) consistently highlight that digital
transformation and smart manufacturing policies significantly boost TFP in China by
improving industrial chain integration, flexibility, and innovation capacity. These findings

are further reinforced by Pan et al.,, (2022), who identify a positive nonlinear relationship
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between the digital economy and provincial TFP, suggesting that digitalization not only

drives immediate efficiency gains but also supports long-term sustainable productivity
growth. Compared to earlier studies focusing on traditional inputs, these recent works
underscore a paradigm shift toward technology-driven productivity, positioning digital
infrastructure as a core production factor rather than a supplementary tool.

Another prominent theme revolves around innovation and knowledge accumulation,
particularly through research and development (R&D) and human capital. Studies by
Haider et al., (2021), Hong et al., (2019), and Habib et al., (2019) confirm the robust
positive impact of domestic and foreign R&D investments on TFP, with spillovers from
trade partners further amplifying gains. This is especially evident in the works of Shahabadi
and his collaborators, who, across multiple studies, demonstrate the critical role of both
domestic R&D and international knowledge spillovers in Iran's agricultural and industrial
sectors. In parallel, human capital emerges as a key determinant, as shown by Adnan ef al.,
(2020), Al-Shamriya and Al-Rakhsab (2019), and Norouzi ef al., (2021). However, some
studies, such as Adnan et al., (2019), reveal regional heterogeneity-human capital enhances
TFP in East Asia but reduces it in West Asia, possibly due to structural dependencies on
resource rents. This contrast highlights the importance of institutional and economic
context in shaping the effectiveness of human capital.

Financial and fiscal policies also play a crucial role, though their effects are more
nuanced. While Malik et al., (2021) and Shahabadi and Feli (2011) find a positive impact
of financial development on TFP, Zourki et al., (2024) reveal an asymmetric negative effect
of government size and taxation in Iran, indicating that excessive public sector expansion
can hinder productivity. Similarly, Li and Tran (2025) show that higher local budget
retention improves public investment efficiency and TFP in Vietnam, suggesting that fiscal
decentralization can be beneficial under certain institutional arrangements. In contrast,
external shocks such as natural disasters (Malik et al., 2021), drought (Dego & Bekele,
2019), and financial stress (Ghasemifar et al., 2022) are found to have persistent negative
effects on productivity, emphasizing the vulnerability of TFP to macroeconomic and
environmental instabilities.

International linkages-including foreign direct investment (FDI), trade openness, and
financial integration-also yield mixed but generally positive outcomes. Ita and Pedro
(2021), Pegkas et al., (2020), and Aref-Al-Rahman and Annabeh (2020) report favorable
effects of FDI and financial integration on TFP, while Bakhshali et al., (2021) note that
although FDI's direct effect may not always be statistically significant, it contributes to

global productivity convergence through technology diffusion. However, Dego and Bekele
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(2019) caution that in some developing economies like Ethiopia, FDI and government

spending can have long-term negative impacts, possibly due to dependency or inefficiency.
Energy use, particularly fossil fuels, is another critical differentiator: Jafari et al., (2019)
and Shojaei et al., (2024) find that high oil consumption reduces TFP, especially in
resource-dependent economies, whereas renewable energy and energy efficiency
contribute positively. Overall, these comparative insights reveal that while technological
and human capital investments consistently enhance productivity, the effectiveness of
financial, trade, and energy policies depends heavily on institutional quality, economic
structure, and regional context.

In general, based on studies conducted on the factors affecting TFP growth, the main
emphasis has been on the role of technology (digitalization, smart manufacturing,
innovation), macroeconomic policies and variables (inflation, financial development,
government size), and institutional variables (good governance, social capital). They have
also examined the effect of energy variables (fossil fuel consumption, renewable energy)
and geographical-economic factors (urbanization, natural disasters) on total factor
productivity. Several studies, mainly by Shahabadi et al., have examined the impact of
knowledge components on the growth of total factor productivity in Iran and other selected
countries. However, the present study, in addition to using the knowledge-based approach
and using components such as domestic research and development, foreign research and
development spillovers, human capital, and economic freedom, also includes the property
rights variable in its analysis. This is because property rights, in terms of protecting the
motivation of economic actors, lead to the growth of innovation and, consequently, the
growth of total factor productivity. While in previous studies, this variable has not been

considered in the presented models.

3. Statistical facts

The importance of examining the growth of total factor productivity becomes more tangible
and clear when the statistical gap between countries is revealed. In this case, it may be
better to find the missing link in economies that suffer from low levels of productivity in
their production. Although the economic conditions and structures of countries are
different, it is possible to better compare countries in terms of the causes of growth or lack
of growth in total factor productivity by using the variables of domestic research and
development growth, foreign research and development spillovers, human -capital,
economic freedom, and property rights. In this part of the research, the situation of Iran, as

some country rich in resources, each of which can be used as a factor of production, is
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specifically compared with other selected developing countries in the present study. Figure

1 shows the comparison of the trend in total factor productivity between selected
developing countries and Iran. Of course, the important point is that changes in total factor
productivity occur slowly, and for this reason, even a one-unit difference between the group
of countries studied in this area indicates a high gap between the economic structure of the
two groups of countries studied, and in fact, even a one-unit difference can seem significant
to economic thinkers. It is also clear from Figure 1 that there is a very deep gap between
the total factor productivity of the Iranian economy and other selected developing and

developed countries studied.

TFP
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Chart 1: Average Total Factor Productivity Trends in Selected Developing Countries and Iran

(Research Findings and https://ourworldindata.org).

Figure 2 compares the trend of the Economic Freedom Index. According to this chart,
Iran has always been significantly lower than other selected developing countries. Iran's
highest Economic Freedom Index was in 2017, but since then, the index has dropped
sharply. Thus, on average, during the period under review, the selected developing

countries and Iran have been assigned indices of 7 and 3, respectively.
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Chart 2: Average trend of the Economic Freedom Index of selected developing countries and

Iran (Research findings and https://efotw.org).

Also, Figures 3 and 4 examine the gap in the average trend of domestic R&D and R&D
spillovers between selected developing countries and Iran. Thus, it can be seen that there
is a deep gap between the selected developing countries and Iran regarding domestic R&D
spending and R&D spillovers, and this can explain part of the per capita investment gap
between the selected developing countries and Iran. Therefore, according to Figures 5 and
6, we can witness a significant gap in domestic R&D spending and R&D spillovers in Iran
compared to the selected developing countries. Of course, the low volume of Iran's R&D

spillovers is not without the impact of international sanctions during the period under study.
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Chart 3: Average trend of domestic R&D in selected developing countries and Iran (Research

findings and https://databank.worldbank.org)
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Chart 4: Average trend of R&D spillovers of selected developing countries and Iran
(Research findings and https://www.trademap.org)

Also, Figure 5 shows the gap between selected developing countries and Iran regarding
the human capital variable. According to the chart, Iran has always been above the average

of other selected developing countries in terms of the human capital index.
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Chart 5: Human Capital Trends in Selected Developing Countries and Iran (Research

Findings and https://hdr.undp.org)

Property rights, which are considered to be factors facilitating production in the
economy, have 3 components, each of which is shown in Figure 6, in the gap between the
two selected developing countries and Iran. The top of the graph is the variable (PR), which
has a gap that is almost the same as the gap between the variables LP (legal property rights),
IPR (intellectual property rights), and PPR (physical property rights) between the selected
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developing countries and Iran. However, this gap is less for the physical property rights

variable than for other variables and more for legal property rights and intellectual property
rights. In all components of property rights, Iran has a lower score than other selected
developing countries, and this has caused the overall property rights index of Iran to
decrease compared to other countries studied. Of course, regarding physical property
rights, Iran's situation is better than that of other components of property rights, and it has

a very small gap with other selected developing countries in this component of property

rights.
PR
=@ Sclected Developing Countries [ran
PR
6/00
4/0
LP IPR
PPR

Chart 6: Average property rights index and its three components between selected developing
countries and Iran during the period (2011-2017) (Source: Research findings and
https://internationalpropertyrightsindex.org)

4. Research Method
In equation (1), based on the mechanisms presented in the theoretical foundations section,
the total factor productivity variable is considered as the dependent variable and the
variables of domestic R&D accumulation, R&D spillovers, human capital, economic
freedom, and property rights are considered as explanatory variables, which is shown in
the equation below.

TFP={(SD, SF, PR, HC, EF)(1)

TFP: Total Factor Productivity, SD: Domestic R&D Stock, SF: R&D Spillovers, EF:
Economic Freedom, HC: Human Capital, and PR: Property Rights

The above equation can also be expressed for selected developing countries as follows,
where equation (2) considers the general property rights index and equation (3) considers

the interactive effect of property rights and domestic R&D:
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In(TFP);; = ag+ a, n(SD);; + a, In(SF); + az In(EF); + a4 In(PR);; +
ay In(HC) i + pit (2)
In(TFP)i = Bo+ BrIn(HC) ¢t + B2 In(SF)ie + B3 IM(EF) it + B4 In(SDPR);, +

Oie (3)
Equation (2) is fitted using panel data for the period 2011-2022 and its statistical

population is a selection of developing countries.

In equation (3), o is the depreciation rate. The following method has been used to
calculate the stock of domestic R&D (SD) (Grillich, 1988):
SD; = (1 —06) *SD;_, + R&D; (4)

The initial value SDj, is calculated as follows:
R&Dy

SDo = G519y
The value of (g) is also calculated from the following equation:

In (R&Dzoo4
R&D1990 (6)

9= 15
R&D spillovers (SF) are calculated using the Coe and Helpman method as follows. In

other words, R&D spillovers are usually calculated as a weighted sum of the R&D stock
of other countries (Coe and Helpman, 1995):
SFit = Xjzi w;-SDjr (7)
The following method is used to calculate weight:
Import;j

@ij = Zisejlmportij(S)
Inspired by theoretical foundations, it is expected that the sign of the estimated

coefficients of all explanatory variables introduced in equation (2) will be positive.

Table 1: Statistical source of variables in the interaction effect equation of property rights and
research and development

Dependent Total factor TFP https://ourworldindata.org
productivity
Explanation Accumulation of SD https://databank.worldbank.org

domestic research
and development
Explanation Spillovers R&D SF https://databank.worldbank.org
https://www.trademap.org/

Explanation Economic EF https://efotw.org
freedom
Explanation Property rights PR https://
internationalpropertyrightsindex.org
Explanation Human capital HC https://hdr.undp.org/data-

center/documentation-and-
downloads
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5. Model Estimation and Results Analysis

Based on the results of the cointegration test in Table (2), since its probability statistic is
less than 5%, the HO hypothesis that there is no cointegration is rejected, and the existence
of a long-term relationship between the variables is confirmed.

Also, based on the results of the F-Limmer test, the data of the variables under study in
the equation of determinants of total factor productivity are of a mixed nature. Therefore,
according to the probability statistic obtained from this test, the HO hypothesis that the data
is a pool is rejected.

The results of the Hausman test also indicate that the sections do not differ structurally
from each other and their difference are random. Thus, considering that the probability
statistic is greater than 5%, the HO hypothesis that there are random effects of having a
model is accepted.

The cross-sectional correlation test, whose HO assumption is that there is no correlation
between the cross-sectional areas, is also confirmed, given that the probability statistic
value is greater than 5%. Therefore, this HO assumption is confirmed, so there is no

correlation between the cross-sectional areas.

Table 2: Results of the recognition tests of equations 2 and 3

Cointegration ~ No Cointegration Prob: 0.002 Prob: 0.000
Result: HO Reject Result: HO Reject

Cross-section No Correlation Prob: 0.4229 Prob: 0.4256
Dependence Result: HO Accept Result: HO Accept

F-Limmer Pool Prob: 0.000 Prob: 0.000
Result: HO Reject Result: HO Reject

Hausman Random Effect Prob: 0.5556 Prob: 0.5346
Result: HO Accept Result: HO Accept

(Research findings).

Based on the results of Table (3), all variables are at the non-stationary level and have

become stationary in the first-order difference.

Table 3: Results of the stationariti test of variables Eiuations 2and 3

TFP Stationary Nonstationary in Level— (1)
SD Nonstationary in Level-I(1)
SF Nonstationary in Level—I(1)
EF Nonstationary in Level—1(1)
PR Nonstationary in Level— (1)
HC Nonstationary in Level—1(1)

(Research findings).
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Table 4 shows the results of estimating equations 2 and 3, which include the coefficients

of the explanatory variables along with information on the significance or non-significance
of their relationship with the dependent variable. The results obtained in relation to the
statistical population of selected developing countries are analyzed as follows:

The growth of domestic R&D accumulation in developing countries can have a positive
impact on the growth of total factor productivity (TFP) because R&D activities lead to
innovation, technological advancement, and improvement of production processes, which
directly contribute to increasing efficiency and reducing costs. Domestic R&D also
enhances knowledge spillovers and enables the spread of new technologies to other sectors
and industries. These effects are most evident when R&D activities are carried out in line
with market needs and real demand in the economy, and are accompanied by the
participation of the private and public sectors. Therefore, when R&D is carried out with
careful planning, in coordination with domestic capacities, and considering economic
conditions, it can play an effective role in improving total factor productivity in developing
countries.

The growth of property rights in selected developing countries is due to the creation of
a competitive environment, the reduction of rent seeking, and the strengthening of the rule
of law, which increases the incentives of economic actors to invest, innovate, and use
resources efficiently. When property rights are well defined and enforced, individuals find
the necessary confidence to invest in research and development, which leads to
technological progress, improved production processes, and increased total factor
productivity (TFP). Also, broad and equal access to property rights provides more
opportunities for the broad participation of society in economic activities and leads to the
flourishing of talents and the increase of the capacity of economic professionals. Therefore,
property rights play an important role in promoting productivity growth in selected
developing countries by creating incentives, facilitating the optimal allocation of resources,
and encouraging innovation.

The positive and significant relationship between the interactive effect of property rights
and domestic research and development (PRSD) and total factor productivity (TFP)
indicates the complementarity of these two variables. A high score on the property rights
index increases the incentive and return on investment in R&D by providing security for
intellectual property and preventing the waste of resources in rent-seeking activities. As a
result, the interaction of these two factors enhances productive innovations and

technological improvements and leads to the growth of production efficiency (TFP).
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R&D spillovers can have a positive impact on the growth of total factor productivity

(TFP) in selected developing countries, because these spillovers lead to the spread of new
technologies and specialized knowledge that help improve production processes, increase
efficiency, and innovation. Also, the import of high-tech goods plays an important role in
knowledge transfer and enables companies to use better methods and equipment. These
effects are highlighted when imported technologies are targeted and tailored to the
country's economic needs and capacities, and act as a complement to domestic research and
development activities. Therefore, targeted and coordinated planning for the absorption and
utilization of these spillovers can effectively contribute to the growth of total factor
productivity in these countries.

The impact of human capital growth on total factor productivity growth in selected
developing countries has been reported to be negative. When human capital, due to a lack
of coordination with the real needs of the labor market and the low willingness of firms and
the government to use it, in practice leads to unemployment of educated people or improper
use of the skills provided, this negative impact occurs between the two variables. Also,
heavy investment in education without the necessary infrastructure to attract and utilize
skilled labor causes the country's limited resources to be allocated inefficiently and, instead
of increasing productivity, leads to a decrease in productivity in other sectors. Finally,
weaknesses in governance and macroeconomic planning prevent human capital from
becoming a real force for TFP growth.

The growth of economic freedom in developing countries has had a positive impact on
the growth of total factor productivity (TFP) because it helps allocate resources more
efficiently by reducing unnecessary regulations, facilitating the flow of capital, labor, and
technology, and creating a favorable environment for entrepreneurship and innovation.
Economic freedom also reduces uncertainty by strengthening contract-related institutions
and encourages long-term investment in productivity-enhancing areas. These effects are
more pronounced when economic freedom is accompanied by improved quality of
governance institutions and sound policy management, and is applied in proportion to the
level of economic development of the country. Therefore, when economic freedom is
implemented with careful planning and attention to domestic capacities, it can play an

effective role in increasing total factor productivity in selected developing countries.
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Table 4: Estimation results of eiuations 2 and 3!

Ln(SD) 0.0362 -
(0.090)
Ln(SF) 0.896 0.1337
(0.000) (0.000)
Ln(HC) -0.2377 0.2651
(0.012) (0.003)
Ln(PR) 0.1296 -
(0.004)
Ln(EF) 0.0549 0.6036
(0.015) (0.000)
Ln(SD*PR) -—- 0.0768
(0.000)
Cons 4.2606 2.0637
(0.000) (0.000)
R- Squared 0.2730 0.4356
(Research findings).

Based on the findings presented in Table 4, the results of this study regarding the
variable "domestic research and development" were consistent with the studies of Haidar
et al., (2021) and Pegkas et al., (2020). Also, regarding the variable "foreign research and
development spillovers", the results are consistent with the studies of Siller et al., (2021)
and Habib et al., (2019). Regarding the variable "human capital", the results of this study
are consistent with the findings of the studies of Adnan et al., (2020) and Shahabadi and
Sarigol (2017). In addition, regarding the variable "property rights", the results obtained
are consistent with the results of the study of Shahabadi and Amiri (2014). However, no
study focusing on the variable of economic freedom, as well as the interactive effect of
property rights and research and development, and their effect on total factor productivity
has been observed; therefore, it is not possible to compare the results of the present study

with other studies.

6. Conclusion

Total factor productivity (TFP) is one of the main indicators determining sustainable
economic growth and competitiveness of countries. This concept indicates the
effectiveness of the use of productive resources, including labor, physical capital, and
technology. In many developing countries, the growth of total factor productivity faces

challenges that prevent increased production and economic growth. Therefore, in order to

! The numbers without parentheses are the coefficients obtained from the estimation, and the
numbers in parentheses are the P-Value coefficients.
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remove obstacles to the growth of factor productivity in selected developing countries

examined in this study, the following recommendations are presented:

Given that in the results of estimating the interactive effect of property rights and
research and development on the growth of total factor productivity, the human capital
variable has a negative estimated coefficient, this result was unexpected. In developing
societies, although large investments are often made in the growth of human capital,
governments do not create the appropriate conditions for the use of this human capital in
production. Thus, the growth of human capital in these societies has not led to the growth
of total factor productivity. It is recommended that macroeconomic policymakers in
selected developing countries pay special attention to reforming the relative prices of
factors in order to reform the economic structure in order to reform and stimulate the
behavior of economic actors and the desire to use new factors of production, especially
human capital, at the forefront of macroeconomic planning, because the frequency of
prices, which is based on the relative prices of factors and can be determined by the
government, plays a very important role in the use of human capital by the government
sector and enterprises in production and the growth of total factor productivity. In fact, the
government can create alignment between physical relative abundance and price relative
abundance through policy tools to effectively use the human capital factor in production.
Also, in order to fill the considerable technical gap with advanced economies and to
optimally utilize natural resource rents in order to convert them into renewable wealth, it
is necessary to avoid completely leaving prices to the market mechanism, but it is necessary
to gradually move towards price determination by the market mechanism by reforming the
economic structure.

Based on the estimation results, the coefficient of the property rights variable on total
factor productivity is positive and significant. This shows that the protection of property
rights (intellectual, physical and legal) provides the necessary incentive for innovation and
investment. Thus, by maintaining and improving intellectual, physical and legal property
rights, countries witness an increasing positive impact of the property rights variable on
total factor productivity. In this regard, it is recommended that policymakers of countries
include the independence of the judicial system, the effective implementation of antitrust
laws and the prevention of illegal government interference in the market, the creation of a
stable and predictable environment for asset owners (both physical and knowledge-based),
and increased transparency in the transfer of national assets and resources on their agenda

and attach special importance to it.
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