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Abstract 

Monetary instability and investigating its effects on other macroeconomic 

indicators is very significant for making economical policies in all countries. An 

effort has been made in the present study to evaluate the effect of monetary 

instability in Iran’s economy during recession and expansion periods on GDP 

and inflation fluctuations in the framework of a dynamic equation system in 

Friedman's theory. The period determined for this survey is based on seasonal 

data from the first quarter in 1370 (1991) to the fourth quarter in 1396 (2017). 

The results showed that monetary expansion in both recession and expansion 

period was more effective in creating inflationary condition than in influencing 

the output. Considering the identification of technology structure relevance as an 

important parameter in the production process, which plays an important role in 

the business cycle, a considerable finding of the study was that technological 

shock led to increased price levels and inflation in Iran’s economy. Finally, 

based on the findings, Friedman’s hypothesis cannot be confirmed during 

expansion period in the Iranian economy. 
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1. Introduction 
Monetary policies have always had an important position for affecting 

macroeconomic variables. How to set monetary policies and using monetary 

instruments are so effective for influencing the output and inflation, which are 

known as the main criteria for assessing the economy of each country. The 

hypothesis of classical duality did not accept any interaction between real and 

nominal variables in the short and long run before the Great Crisis in 1929. But 

few economists can be found who believe that changes in prices and monetary 

volume or other nominal shocks will not lead to changes in real variables 

behavior such as output, consumption and employment in the short run. Simpson 

(1981) pointed out that monetary policy can affect output and employment level 

through influencing factors of production (including labor force, capital and 

technology). He further noted that, assuming money as an asset, inflationary 
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condition which originated from monetary policy will lead to adjustment of 

household asset basket. Therefore, substituting real capital for money transfers 

resources to the manufacturing sector so this procedure increases output level. In 

fact, most of the economic researchers dedicate a considerable portion of 

business fluctuations to monetary shocks. They believe that monetary expansion 

will stimulate real economic activities unlike a contracting monetary policy 

which causes recession. Theoretically, some of the schools of economy such as 

the Real Business Cycle School believe that monetary volume cannot affect real 

variables even in the short run. Therefore, monetary policy transmission 

mechanism does not have any value for studying while other doctrines such as 

Keynesian, Neo-classical,  etc., believe in the existence of short-term effects of 

monetary shocks considering it could be originated from different sources 

(Bernanke & Gertler, 1995). Therefore, developing a monetary strategy which is 

fitted to economic conditions is very essential in countries like Iran, which has 

been encountering different shocks. The use of monetary policies for stabilizing 

macroeconomic variables in developing countries like Iran involves several 

challenges, which has not been analyzed in industrial countries. One of these 

challenges in the Iranian economy originates from banking rules without usury, 

due to which common monetary instruments like interest rate and Open-Market-

Operation are not widely used. However, as the Central Bank of Iran has the 

same traditional tasks which are based on interest rate, it should use other 

monetary instruments that are matched with its structural economic condition. 

Guiding monetary policy in Iran and also in most developing countries instead 

of using interest rate is usually based on supplying and demanding money and 

monetary base (Abdolmaleki, Asgharpour & Haghighat, 2017). So evaluating 

monetary shocks and their effects on real economic activities not only can 

confirm the importance and sensitivity of monetary authorities but also help to 

present efficient approaches and optimally use monetary instruments. This study 

tries to analyze the effect of monetary components and technological shocks on 

GDP and inflation through a SVAR model. The seasonal data was extracted 

from the period [1991-2017] in the framework of Friedman’s monetary 

instability hypothesis. Then, confirming or rejecting his hypothesis in business 

cycle related to Iran’s economy was determined. Finally, a strategy for 

confronting business cycle, recession and expansion periods was suggested. In 

the second section of this article, the theoretical and empirical background of the 

study is discussed. In the third section, the research model is introduced. In the 

fourth section, the model estimation, comparison and analysis are presented. In 

the fifth and sixth sections, conclusions are made and a solution is presented.  

 

2. Methodology: 

The seasonal data used in this article is related to the period 1370-1396 (1991-

2017). The data related to monetary base, money multiplier coefficient, money 

demand (M2), inflation and output was collected from the Central Bank of Iran. 



Applied Economics Studies, Iran (AESI)                                                                             43 
 

Volume 9, Number 34, Summer 2020 
 

The data related to labor force and real capital, which are used for estimating 

technology coefficient in the mentioned period, was collected from Statistical 

Center of Iran. For assessing to the effects of monetary components and 

technological shocks on output and inflation, the following SVAR models were 

used: 
 

[
 
 
 
 
𝑀𝐵 𝑟𝑎𝑡𝑒
𝑀𝑀 𝑟𝑎𝑡𝑒
𝑀2 𝑟𝑎𝑡𝑒
𝐴 𝑟𝑎𝑡𝑒

𝒍𝒀 ]
 
 
 
 

= 
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     (3) 

 

    where matrix (1-2) was designed to evaluate the effects of monetary base 

growth rate (MB rate), money multiplier coefficient growth rate (MM rate), 

money demand growth rate (M2 rate) and technology growth rate (A rate) on 

logarithmic GDP data. Matrix (2-2) was designed for evaluating the effects of 

the mentioned variables on inflation growth rate (INF rate), also matrix (3-2) 

shows the effects of all variables including inflation growth rate on logarithmic 

GDP. In this study, the effects of monetary policies and technological shock 

were analyzed in the same time during business cycle in Iran’s economy. In line 

with this purpose, , first the logarithmic form, and then 1st difference and growth 

rate of variables were tested and their best form (nearest to Iran’s economy) 

were applied1. 

2-1. Identifying Business Cycles  

Hodrick- Prescott filtering can be used to estimate the long-run trend of a time 

series. This type of filtering is done by minimizing the sum of the squares of the 

variable deviation (Y) extracted from its trend (Yt
tr): 

                                                           
1. It is worth noting that the monetary policy rule, or Taylor's rule, which makes monetary policy 

instruments a nominal interest rate, is not applicable to the Iranian economy, because neither the 

Central Bank's interest rate is fully determined by the Central Bank, nor is the path of the money 

supply determined independently by the Central Bank; on the other hand, the Central Bank's 

behavior is arbitrary; Therefore, in this study, the effect of interest rate was neglected. 
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𝑡𝑟) − (𝑌𝑡
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𝑡𝑟

𝑇

𝑡=1

)]2 (4) 

 

    where T stands for number of views and 𝜆 is an adjustifier parameter that 

determines the level of smoothness of the trend. 𝜆 = 100 for annual data and 

𝜆 = 1600 for seasonal data (Samadi, 2009). The first part of (4-2) denotes that 

the less deviation from series trend is better whether in the previous or in the 

next period. So the chart (2-1) shows the recession and expansion periods: 
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Chart (1): Identifying Recession and Expansion Periods using Hodrick-

Prescott filter 
Source: Researcher’s Calculations                                                      

 

    Chart 1 shows the deviation in GDP from the long-run growth trend, which is 

defined as business cycles. As shown in this chart, [1372-1382] and [1391-1395] 

include the recession periods and [1370-1372], [1382-1391] and 1395 to1396 

include the expansion periods in Iran’s economy. 

2-2. Production Function &Technology Coefficient Estimation 

Production function estimation is one of the fundamental issues in applied 

econometrics (Intriligator et al., 1996). Choosing the right functional form is one 

of the most difficult parts of any experimental work (Fan, 2000). The choice of 

function depends on the nature of the topic of investigation. However, one of the 

best criteria for determining the production function is to use past experiences. 

Therefore, it is first necessary to consider the function used in the study of 

economic theories and the matching of the study conditions to the features of the 

production function is, in fact, justified. Next, statistical justification and 

econometric justification are essential. In choosing the production function in 

different countries, including Iran, usually one of the production functions such 

as Cobb-Douglas, Transcendental and Translog is used (Torkamani, 1998). One 
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of the most famous functions used in expressing structural relationships in 

production from the distant past is the Cobb-Douglas function. This function has 

the characteristics of necessity, homogeneity, uniformity, concavity, congruence, 

derivability, non-negativity and non-nullity. The parameters of the Cobb-

Douglas function show the elasticity of the inputs. This function clearly 

demonstrates the necessity of input consumption. One of the limitations of this 

function, however, is the constant elasticity of input production. This form 

represents only one production area for each input and is unable to explain all 

three areas of the production function (Debertine, 1997). Since in the 

manufacturing sector, ownership is largely owned by the private sector or 

involves the participation of the private sector, it is not problematic to apply the 

Cobb-Douglas subdivision form to show only the second production area in 

using this problem function. One of the advantages of this type of function is the 

ease of interpreting the results. In fact, this function allows to simply determine 

the type of return to scale, the efficiency of production factors, the substitution 

tension between the inputs and their output elasticity. Other reasons for using 

this function include the simplicity and usefulness for specialized econometric 

studies (Cobb & Douglas, 1928); (Samuelson, 1979); (Nerlove, 1965); (Heady & 

Dillon, 1961). The sub-form of the Cobb-Douglas function is as follows: 
 

𝑌 = 𝐴𝐾𝛼𝐿𝛽    (5) 
 

where Y denotes GDP, A denotes technology coefficient in Cobb-Douglas 

function. K represents real capital stock, L shows hours of working, 𝛼 is the 

degree of output sensitivity to capital stock changes and 𝛽 denotes the degree of 

output sensitivity to labor force value. In mathematical terms: 
 

𝛽 =
𝐾

𝑌
×

𝜕𝑌

𝜕𝐾
    𝛼 =

𝐿

𝑌
×

𝜕𝑌

𝜕𝐿
 (6) 

  

   In order to linearize the Cobb-Douglas function, a logarithm has been taken on 

both sides of equation. Then we have:  
 

log(𝑌) = log(𝐴) + 𝛼 log(𝐾) + 𝛽log (𝐿)               (7) 
 

Considering residual amounts, technology coefficients are estimated as: 
 

𝐴 = 10𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙                                                      (8) 
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Chart (2): Technology Coefficients Estimation in Cobb-Douglas Function 

Source: Researcher Calculations                                  

 

3. Conclusion: 

The share of liquidity shocks including monetary base and money multiplier 

coefficient, is more effective in creating inflationary condition than stimulating 

output in the whole period of the selected time [1991-2017]. Among monetary 

shocks, money demand shock was more effective in output in the whole period 

and this phenomenon is a reason for rejecting the Friedman’s hypothesis about 

monetary instability which expresses money supply through monetary base is 

more effective on output fluctuations. During the recession period, when output 

level decreases, the reaction of inflation to a positive shock of money demand 

shows less decrease compared to the expansion period when the output level 

increases. In other words, the elasticity of inflation to an increase in money 

demand level during expansion period is more than in the recession period. 

During the expansion period, an increase in money demand is more effective in 

decreasing inflation than increasing output level. In both recession and 

expansion periods, money multiplier coefficient shock has the most effective 

role in increasing inflation in the short run and technology shock has the least 

effective role in increasing inflation while the money demand shock is more 

effective in decreasing inflation in the expansion period than recession period. It 

was also observed that monetary base and money multiplier coefficient shocks in 

the short run and in the recession period were nearly two times more effective in 

creating inflationary conditions. In fact, monetary expansion policies in the 

recession period, which are transmitted through monetary base and money 

multiplier coefficient channels, considerably intensify inflationary conditions 

more than the time when the mentioned policies are applied during the 

expansion period. Technology shock also is more effective in intensifying 

inflationary conditions than stimulating output level during the recession period. 

During the expansion period and simultaneously in the short run, the money 

multiplier coefficient shock increases output level more than creating inflation, 
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but monetary base shock has a more prominent role in intensifying inflationary 

conditions. Comparing the effects of monetary expansion policy through money 

multiplier coefficient and monetary base channels on output and inflation levels, 

indicates an important role for intensified inflationary condition, which is 

derived from applying monetary expansion policy during the expansion period. 

Technology shock is more effective in increasing GDP level than creating 

inflationary condition during the expansion period. The effect of money demand 

shock in both periods is more effective in increasing output level than decreasing 

inflation. But in the case of increasing inflation in response to technology shock 

in the whole period, it was observed that technological change caused an 

increase in input share and increased the cost of production process, 

subsequently, so this situation empowered the inflationary condition; therefore, 

the role of technology in process of production in the Iranian economic structure 

is capital intensive. Also, according to Datta and Christoffersen (2004), the 

technology shock leads to increased GDP, so technology structure cannot be 

neutral because the output level and other factors of production in neutral 

structure are independent of technology effects. On the other hand, an increase 

in inflation level and the general level of prices occurred as a result of 

technology shock in the country, so the assumption that technology changes due 

to scale expansion is unacceptable. Therefore, the use of non-neutral and capital 

intensive technology in the process of production in Iran’s economy can also be 

a  logical reason for this phenomenon. 

 

4. Solution  
Since the variables in this study are actually macroeconomic variables of 

monetary policy, appropriate transfer mechanisms should be used to reflect the 

impact of each impulse at operational policy levels. In the attempt to identify the 

variables affecting production and inflation in the business cycle of Iran’s 

economy in the present sutdy, it was found that liquidity shock plays an 

inflationary role in the business cycle of Iran. Thus, the focus is on controlling 

inflation in times of expansion and recession. According to the results, during 

the economic downturn, demand for money1 has been identified as an effective 

factor in controlling inflation and also during the expansion period, increasing 

demand for money has lowered inflation. Given the significant role of money 

demand in Iran’s economy, increasing the demand for money can be the solution 

to the problems in Iran's economy in business times. In this section, the issuance 

                                                           
1. Increasing demand for money is mainly achieved through lower interest rates, revival and 

management of open market operations and bonds or participation bonds, protection of capital 

markets, improvement of oil revenues and increase of national income, optimal management of 

foreign exchange market, increase of exports and attention to comparative advantages in 

international trade. 
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of partnership papers1 is selected and analyzed as one of the important means of 

increasing the demand for money in order to study its influence. Publication of 

partnership papers and involving investors in economic activities and paying real 

profits is the only solution to overcome the limitations of open-market 

operations in the country. The issuance of partnership papers by the Central 

Bank is one of the contractionary policy tools. With the issuance of these bonds, 

the volume of liquidity will be reduced and the funds of these bonds will be 

blocked by the Central Bank. In the monetary base, issuance of these bonds will 

increase the Central Bank's debt component and reduce the monetary base. 

According to the results of this study, during the economic downturn, when 

monetary base shocks have a significant effect on inflation, the issuance of 

bonds will reduce inflation. Furthermore, because in this economic period the 

money multiplier coefficient has a dominant effect on GDP, in the short term, it 

can inhibit the effects of other shocks. Therefore, reducing the monetary base 

will not have a detrimental effect on production stimulation. Overall, 

considering the inflation created by the expansionary monetary policies in the 

Iranian economy, it completely suppresses the increase in GDP resulting from 

these policies Therefore, monetary policies can be used for anti-inflationary 

purposes rather than stimulating production. 
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